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Homework 1: Search

5. The results below are for the performance of the BFS, DFS and A\* algorithms I have implemented. For all three I have included code to prevent nodes from being expanded multiple times.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| map number | BFS: | | | DFS: | | | A\*: | | |
| nodes | time (s) | cost | nodes | time (s) | cost | nodes | time (s) | cost |
| 1. | 8 | 0.100 | 8 | 8 | 0.083 | 8 | 8 | 0.098 | 8 |
| 2. | 15 | 0.054 | 15 | 15 | 0.046 | 15 | 15 | 0.053 | 15 |
| 3. | 33 | 0.053 | 15 | 17 | 0.044 | 15 | 25 | 0.050 | 15 |
| 4. | 43 | 0.068 | 23 | 41 | 0.117 | 27 | 43 | 0.052 | 23 |
| 5. | 46 | 0.070 | 16 | 45 | 0.100 | 22 | 37 | 0.051 | 16 |
| 6. | 926928 | 231.1 | 9500 | Failed. Java OutOfMemoryError | | | 641715 | 155.4 | 9500 |
| 7. | 38 | 0.084 | ∞ | 38 | 0.070 | ∞ | 38 | 0.046 | ∞ |
| 8. | 23 | 0.051 | 22 | 24 | 0.079 | 16 | 18 | 0.104 | 16 |

6. For my A\* heuristic I used the sum of the Manhattan and Euclidean distances all divided by two. Both are individually admissible heuristics, as they always estimate at most the actual distance to the goal, and never more, so by summing the two heuristics, the result can never be more than twice the actual distance to the goal. Thus, dividing by two, we again have an admissible heuristic. This heuristic also dominates the Euclidean distance, as Manhattan distance is always greater than or equal to the Euclidean distance. I chose this instead of regular Manhattan distance as by this method, there are fewer nodes with exactly the same heuristic value than would be the case for regular Manhattan distance, thus making this new heuristic more useable. My version of A\* either matched the path cost of both the BFS and DFS searches in the latter maps, or provided better paths. In almost all cases, the A\* algorithm expanded many fewer nodes than BFS, and most of the time fewer than the DFS, except on a few occasions. The running times of A\* were also lower on maps 4 through 7 than the other two searches, and on map 6 it was almost a third better than BFS.

7. Basic DFS which allows for nodes to be expanded multiple times can get stuck when it encounters a cycle, so a graph with a cycle is an example where DFS may fail, but BFS will succeed. Since only one branch of the search tree is explored, DFS can get stuck continually going through this cycle. BFS will not encounter this same problem, because it explores all branches of the search tree, so if a goal is reachable, BFS will eventually reach it. Essentially, BFS is therefore complete, while DFS is not.

8. Basic DFS is much more memory efficient than DFS, so on large graphs where the branching factor for the search tree is large, DFS may be able to find a solution when BFS may run out of memory, due to the exponential nature of the memory usage of BFS. This is because BFS stores all of the possible paths to all the nodes being explored, while for DFS, all the paths to be explored come off of the same branch of the search tree, so fewer nodes must be stored. Thus, the example of a graph which BFS may fail on is one where there are no cycles, and there is a high branching factor, and a high search tree depth to the first goal.

9. A\* may not provide improved performance over BFS on a graph where

10.

This heuristic is not admissible, because if the goal is one space away from the start, then the actual cost to reach the goal is 1, so the heuristic overestimates.

This heuristic is admissible, because the value is always less than or equal to the total distance to the goal, but it is not useful, because all non-goal nodes will have the same value, which defeats the purpose of the heuristic. This will result in A\* performing almost exactly the same as uniform cost search.

This is a fairly good heuristic, because it is admissible, as Euclidean distance is always less than or equal to the total path length to a goal in a gridworld. It is also fairly useful, as nearly all spaces in the gridworld will have distinct values in thus making the priority queue used in A\* more useful at distinguishing better paths.

This heuristic is not admissible, as in the case of map1 from the project. The Euclidean distance from the start to the goal is 7, but twice that is more than the actual distance to the goal, so this is not an admissible heuristic.

This heuristic is admissible, as in a gridworld, the minimum path length is always dictated by the Manhattan distance to the goal. It is fairly useful, as it will always predict the total distance to reach the goal from the current node, but because there are many configurations which can produce the same Manhattan distance, it may not be extremely useful, as many nodes will be expanded because they will be equally good in the priority queue of A\*.

This heuristic is also admissible, as the Manhattan distance is equal to the path length to the goal, and half that distance is always less than or equal to that distance. This heuristic runs into the same problem as the Manhattan distance, but is slightly worse, because it is dominated by the Manhattan distance, so less emphasis is placed on nodes being close to the goal, and more is placed on simply being farther away from the start node in the A\* search. This search will almost certainly result in more nodes being expanded than for the regular Manhattan distance heuristic.