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**Why this is an Exciting Project![[1]](#footnote-1)**

The cost of discovery in a legal investigation is significant; for example, when five television studios became entangled in a Justice Department lawsuit, the studios examined 6 million documents at a cost of more than $2 million. In contrast, Blackstone Discovery of Palo Alto, California helped analyze 1.5 million documents electronically for less than $100,000.

The key in this type of analysis is not only to recognize relevant words, but also relevant concepts; for example, a shift in an email author’s style from breezy to unusually formal can raise a red flag about illegal activity. The most obvious being the acronym “LTOL”, also known as, Let’s Take This Offline.[[2]](#footnote-2)

Discovery technologies generally fall into two broad categories: linguistic and sociological. We focus primarily on the most basic linguistic approach to analysis: using specific words to find and sort relevant documents. Sociological approaches add a layer of deduction and attempts to determine the interactions of people to find anomalies in behavior; in this manner, we attempt to build a basic network analysis using Neo4J.

In brief, the productivity gains represented by our project are unimaginable.

**Motivation**

The key motivation for this project is the financial crisis of 2008 in which regulators did not have enough information to understand the breadth and depth of the crisis and its effect on financial institutions and the economy as a whole.

Data obfuscation is a key tactic of organizations under investigation or regulation. For example, Goldman Sachs Group Inc. was subpoenaed by the Financial Crisis Inquiry Commission (FCIC) after the FCIC accused the firm of engaging in a document dump to hinder a probe. Goldman Sachs sent more than a billion pages of documents, not all of which is the information that the FCIC requested. In essence, transmitting such a large amount of information in a time constrained investigation is a deliberate attempt to run out the clock such that no tangible insights can be obtained from the information before the investigation ends[[3]](#footnote-3).

The analysis of large volumes of data is a near impossibility for organizations that face both time and budget constraints. Hiring hundreds of $200 per hour junior lawyers to shuffle through a billion pages of documents is an option only a few organizations can afford; moreover, this process is subject to human error and fatigue.[[4]](#footnote-4)

To sum up, we propose to create a proof-of-concept implementation of a solution to this issue utilizing the tools we learned in W205.

**Data Sources**

For the purposes of this project, we chose to use the publicly available Enron Email Data from the Federal Energy Regulatory Commission (FERC) available on Amazon Web Services.[[5]](#footnote-5) Enron’s complex financial statements were confusing to shareholders and analysts; off-balance-sheet vehicles, complex financing structures and deals were so confusing that few people could understand them.[[6]](#footnote-6) Enron’s auditor, Arthur Andersen, was found guilty of illegally destroying documents relevant to the SEC investigation. Similar to financial institutions after the financial crisis of 2008, Enron elected to disclose minimal details on its use of special purpose entities; example of which include: JEDI, Chewco, Whitewing, and LJM.

The Enron Email Data is unique is that it is one of the only publicly available collections of real emails easily available for study as such collections are typically bound by numerous privacy and legal restrictions which render them difficult to access.[[7]](#footnote-7)

The volume of data in the Enron dataset is significant at a total of 210Gb representing emails transmitted among 151 senior staff at Enron between the years 1998 and 2002.[[8]](#footnote-8)

The variety of data types in the Enron dataset is significant as we encountered a number of different and proprietary file types: .csv, .bmp, .bz2, .doc, .eml, .gif, .pdf, .jpg, .ppt, .pst, .tif, .txt, .url, .wpd, .xls, .xml, .z0x, .zip

For the purposes of this project and in the interest of time and money, we focused solely on the text-based and xml-based data formats.

**Data Processing**

When we began this project, we did not have a strong grasp of the tools available to us. As the project and course progressed, we learned a great deal about working with large datasets, especially large datasets of millions of small files, which does not appear to fit well within the Big Data paradigm.

* **Winzip**

The Enron Email Data came in zipped format, which was not ideal for processing as we encountered a number of winzip errors as well as uuencode errors. Thus, we needed to experiment with the zipped data in order to get it into a format that could be processed easily and in a timely fashion.

* **Linux**

The Linux operating system began to break down once we began processing millions of small files. We often received the error ‘argument list too long’ with basic Linux commands such as ‘ls’ and ‘rm’, as well as exceptionally slow response times from these commands. To resolve these issues, we used a bucketing approach to the files based upon the Enron staffer’s last name, first initial. This generally separated the emails into directories of 100,000 email files or less.

* **Python**

Python is the workhorse of our project as it proved lightweight and efficient at manipulating large numbers of files. We believe the only downside to Python is an inability to easily parallelize operations outside of a 3rd party technology such as Storm or Spark.

* **Kafka**

Kafka proved itself to be an efficient and lightweight messaging bus.

* **Storm**

We used Storm to slow the processing of requests via GeoPy as we often received timeout errors. Thus, when dealing with a data source that is much slower than other sources, we felt it best to either download all of the data from the source in a single pull (if possible), or slow the requests by dumping the requests into Kafka and then allowing Storm to pull them as time permits and then update the requisite database tables.

* **Spark**

Spark proved exceptionally helpful at parallelizing many of our operations; however, Spark was often subject to random errors that were not well documented as well as Memory errors that seemed to be only resolvable via a larger node size.

* **MongoDB**

MongoDB was an attempt at storing and processing a significant amount of email data; however, we found that MongoDB was highly inefficient as it consumed significant amounts of CPU and Memory.
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