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# Applied Exercises

## Exercise 8 in section 6.8

In this exercise, we will generate simulated data, and will then use this data to perform best subset selection.

(a). Use the **rnorm()** function to generate a predictor X of length n = 100, as well as a noise vector of length n = 100.

set.seed(10)  
X <- rnorm(100)  
epsilon <- rnorm(100)

(b). Generate a response vector Y of length n = 100 according to the model

where and are constants of your choice.

Y <- 2 + 3\*X - 1\*X^2 + 0.5\*X^3 + epsilon

(c).Use the **regsubsets()** function to perform best subset selection in order to choose the best model containing the predictors X, ,…,. What is the best model obtained according to , BIC, and adjusted ? Show some plots to provide evidence for your answer, and report the coefficients of the best model obtained. Note you will need to use the **data.frame()** function to create a single data set containing both X and Y .

library(leaps)  
df <- data.frame(Y,X)  
mod <- regsubsets(Y ~ poly(X, 10, raw=TRUE), data = df, nvmax = 10)  
mod\_summary <- summary(mod)  
  
which.min(mod\_summary$cp)

## [1] 3

which.min(mod\_summary$bic)

## [1] 3

which.max(mod\_summary$adjr2)

## [1] 3

par(mfrow=c(2,2))  
  
plot(mod\_summary$cp, xlab="Subset Size", ylab="Cp", type="l")  
points(which.min(mod\_summary$cp), mod\_summary$cp[3], pch=3, col="red", lwd=3)  
  
plot(mod\_summary$bic, xlab="Subset Size", ylab="BIC", type="l")  
points(which.min(mod\_summary$cp), mod\_summary$bic[3], pch=3, col="red", lwd=3)  
  
plot(mod\_summary$adjr2, xlab="Subset Size", ylab="Adjusted R^2", type="l")  
points(which.max(mod\_summary$adjr2), mod\_summary$adjr2[3], pch=3, col="red", lwd=3)  
  
coef(mod,which.min(mod\_summary$bic))

## (Intercept) poly(X, 10, raw = TRUE)1 poly(X, 10, raw = TRUE)2   
## 1.9289736 2.8842119 -1.0363781   
## poly(X, 10, raw = TRUE)3   
## 0.5211132
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The best model obtained according to , is the one that with lowest , which is the model with three variables. The best model obtained according to BIC, is the one that with lowest BIC, which is the model with three variables. The best model obtained according to adjusted , is the one that with largest adjusted R^2, which is the model with three variables.

The best model has the intercept term of 1.9289736, X^1 term with coefficient of 2.8842119, X^2 term with coefficient of -1.0363781, and X^3 term with coefficient of 0.5211132.

(d). Repeat (c), using forward stepwise selection and also using backwards stepwise selection. How does your answer compare to the results in (c)?

# Forward stepwise selection  
mod\_fwd <- regsubsets(Y ~ poly(X, 10, raw=TRUE), data = df, nvmax = 10, method = 'forward')  
mod\_fwd\_summary <- summary(mod\_fwd)  
  
which.min(mod\_fwd\_summary$cp)

## [1] 3

which.min(mod\_fwd\_summary$bic)

## [1] 3

which.max(mod\_fwd\_summary$adjr2)

## [1] 3

par(mfrow=c(2,2))  
  
plot(mod\_fwd\_summary$cp, main="Forward Stepwise Selection", xlab="Subset Size", ylab="Cp", type="l")  
points(which.min(mod\_fwd\_summary$cp), mod\_fwd\_summary$cp[3], pch=3, col="red", lwd=3)  
  
plot(mod\_fwd\_summary$bic, main="Forward Stepwise Selection", xlab="Subset Size", ylab="BIC", type="l")  
points(which.min(mod\_fwd\_summary$cp), mod\_fwd\_summary$bic[3], pch=3, col="red", lwd=3)  
  
plot(mod\_fwd\_summary$adjr2, main="Forward Stepwise Selection", xlab="Subset Size", ylab="Adjusted R^2", type="l")  
points(which.max(mod\_fwd\_summary$adjr2), mod\_fwd\_summary$adjr2[3], pch=3, col="red", lwd=3)  
  
coef(mod,which.min(mod\_fwd\_summary$bic))

## (Intercept) poly(X, 10, raw = TRUE)1 poly(X, 10, raw = TRUE)2   
## 1.9289736 2.8842119 -1.0363781   
## poly(X, 10, raw = TRUE)3   
## 0.5211132
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# Backward stepwise selection  
mod\_bwd <- regsubsets(Y ~ poly(X, 10, raw=TRUE), data = df, nvmax = 10, method = 'forward')  
mod\_bwd\_summary <- summary(mod\_bwd)  
  
which.min(mod\_bwd\_summary$cp)

## [1] 3

which.min(mod\_bwd\_summary$bic)

## [1] 3

which.max(mod\_bwd\_summary$adjr2)

## [1] 3

par(mfrow=c(2,2))  
  
plot(mod\_bwd\_summary$cp, main="Backward Stepwise Selection", xlab="Subset Size", ylab="Cp", type="l")  
points(which.min(mod\_bwd\_summary$cp), mod\_bwd\_summary$cp[3], pch=3, col="red", lwd=3)  
  
plot(mod\_bwd\_summary$bic, main="Backward Stepwise Selection", xlab="Subset Size", ylab="BIC", type="l")  
points(which.min(mod\_bwd\_summary$cp), mod\_bwd\_summary$bic[3], pch=3, col="red", lwd=3)  
  
plot(mod\_bwd\_summary$adjr2, main="Backward Stepwise Selection", xlab="Subset Size", ylab="Adjusted R^2", type="l")  
points(which.max(mod\_bwd\_summary$adjr2), mod\_bwd\_summary$adjr2[3], pch=3, col="red", lwd=3)  
  
coef(mod,which.min(mod\_bwd\_summary$bic))

## (Intercept) poly(X, 10, raw = TRUE)1 poly(X, 10, raw = TRUE)2   
## 1.9289736 2.8842119 -1.0363781   
## poly(X, 10, raw = TRUE)3   
## 0.5211132
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Both forward stepwise selection and backwards stepwise selection produce the same result with (c).

(e). Now fit a lasso model to the simulated data, again using X, ,…, as predictors. Use cross-validation to select the optimal value of . Create plots of the cross-validation error as a function of . Report the resulting coefficient estimates, and discuss the results obtained.

set.seed(100)  
library(glmnet)  
xmat <- model.matrix(Y ~ poly(X, 10, raw=TRUE), data = df)[, -1]  
cv\_lasso <- cv.glmnet(xmat, Y, alpha = 1)  
(optimal\_lambda <- cv\_lasso$lambda.min)

## [1] 0.05578232

The optimal value of is 0.05578232.

plot(cv\_lasso)
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fit\_lasso <- glmnet(xmat, Y, alpha = 1)  
predict(fit\_lasso, s = optimal\_lambda, type = "coefficients")[1:11, ]

## (Intercept) poly(X, 10, raw = TRUE)1 poly(X, 10, raw = TRUE)2   
## 1.8848034 2.8596122 -0.9949697   
## poly(X, 10, raw = TRUE)3 poly(X, 10, raw = TRUE)4 poly(X, 10, raw = TRUE)5   
## 0.5101443 0.0000000 0.0000000   
## poly(X, 10, raw = TRUE)6 poly(X, 10, raw = TRUE)7 poly(X, 10, raw = TRUE)8   
## 0.0000000 0.0000000 0.0000000   
## poly(X, 10, raw = TRUE)9 poly(X, 10, raw = TRUE)10   
## 0.0000000 0.0000000

The resulting coefficient estimates are 1.8848034, 2.8596122, -0.9949697, 0.5101443 for the intercept term, X^1, X^2, X^3 respectively. Comparing these coefficients with that in (c), all coefficients move towards zero. Since lasso adds penalty term to the loss function, and then shrinks all coefficients.

1. Now generate a response vector Y according to the model
2. , and perform best subset selection and the lasso. Discuss the results obtained.

# best subset selection  
Y <- 50 + 100\*X^7 + epsilon  
df <- data.frame(Y,X)  
mod <- regsubsets(Y ~ poly(X, 10, raw=TRUE), data = df, nvmax = 10)  
mod\_summary <- summary(mod)  
  
which.min(mod\_summary$cp)

## [1] 1

which.min(mod\_summary$bic)

## [1] 1

which.max(mod\_summary$adjr2)

## [1] 1

par(mfrow=c(2,2))  
  
plot(mod\_summary$cp, xlab="Subset Size", ylab="Cp", type="l")  
points(which.min(mod\_summary$cp), mod\_summary$cp[1], pch=3, col="red", lwd=3)  
  
plot(mod\_summary$bic, xlab="Subset Size", ylab="BIC", type="l")  
points(which.min(mod\_summary$cp), mod\_summary$bic[1], pch=3, col="red", lwd=3)  
  
plot(mod\_summary$adjr2, xlab="Subset Size", ylab="Adjusted R^2", type="l")  
points(which.max(mod\_summary$adjr2), mod\_summary$adjr2[1], pch=3, col="red", lwd=3)  
  
coef(mod,which.min(mod\_summary$bic))

## (Intercept) poly(X, 10, raw = TRUE)7   
## 49.90476 99.99987
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The best model obtained according to , is the one that with lowest , which is the model with one variable. The best model obtained according to BIC, is the one that with lowest BIC, which is the model with one variable. The best model obtained according to adjusted , is the one that with largest adjusted R^2, which is the model with one variable.

The best model has the intercept term of 49.90476 and X^7 term with coefficient of 99.99987.

# lasso  
xmat <- model.matrix(Y ~ poly(X, 10, raw=TRUE), data = df)[, -1]  
cv\_lasso <- cv.glmnet(xmat, Y, alpha = 1)  
optimal\_lambda <- cv\_lasso$lambda.min  
  
fit\_lasso <- glmnet(xmat, Y, alpha = 1)  
predict(fit\_lasso, s = optimal\_lambda, type = "coefficients")[1:11, ]

## (Intercept) poly(X, 10, raw = TRUE)1 poly(X, 10, raw = TRUE)2   
## 43.83898 0.00000 0.00000   
## poly(X, 10, raw = TRUE)3 poly(X, 10, raw = TRUE)4 poly(X, 10, raw = TRUE)5   
## 0.00000 0.00000 0.00000   
## poly(X, 10, raw = TRUE)6 poly(X, 10, raw = TRUE)7 poly(X, 10, raw = TRUE)8   
## 0.00000 97.08482 0.00000   
## poly(X, 10, raw = TRUE)9 poly(X, 10, raw = TRUE)10   
## 0.00000 0.00000

The lasso also choose only one variable, which is X^7. The intercept term and the coefficient of X^7 are shrank by lasso regularization, so they move towards to zero.

## Exercise 9 in section 6.8

In this exercise, we will predict the number of applications received using the other variables in the College data set.

(a). Split the data set into a training set and a test set.

# Remove the # below  
library(ISLR)  
attach(College)  
set.seed(1)  
  
train <- sample(dim(College)[1], dim(College)[1] / 2)  
college\_train <- College[train, ]  
college\_test <- College[-train, ]

(b). Fit a linear model using least squares on the training set, and report the test error obtained.

fit\_lm <- lm(Apps ~ ., data = college\_train)  
pred\_lm <- predict(fit\_lm, college\_test)  
mean((pred\_lm - college\_test$Apps)^2)

## [1] 1135758

The test error obtained is 1135758.

(c). Fit a ridge regression model on the training set, with chosen by cross-validation. Report the test error obtained.

train\_mat <- model.matrix(Apps ~ ., data = college\_train)  
test\_mat <- model.matrix(Apps ~ ., data = college\_test)  
grid <- 10 ^ seq(4, -2, length = 500)  
fit\_ridge <- glmnet(train\_mat, college\_train$Apps, alpha = 0, lambda = grid, thresh = 1e-12)  
cv\_ridge <- cv.glmnet(train\_mat, college\_train$Apps, alpha = 0, lambda = grid, thresh = 1e-12)  
(bestlam\_ridge <- cv\_ridge$lambda.min)

## [1] 0.01

pred\_ridge <- predict(fit\_ridge, s = bestlam\_ridge, newx = test\_mat)  
mean((pred\_ridge - college\_test$Apps)^2)

## [1] 1135716

The best λ for ridge regression is 0.01. The test error obtained is 1135716.

(d). Fit a lasso model on the training set, with chosen by cross-validation. Report the test error obtained, along with the number of non-zero coefficient estimates.

fit\_lasso <- glmnet(train\_mat, college\_train$Apps, alpha = 1, lambda = grid, thresh = 1e-12)  
cv\_lasso <- cv.glmnet(train\_mat, college\_train$Apps, alpha = 1, lambda = grid, thresh = 1e-12)  
(bestlam\_lasso <- cv\_lasso$lambda.min)

## [1] 0.01

pred\_lasso <- predict(fit\_lasso, s = bestlam\_lasso, newx = test\_mat)  
mean((pred\_lasso - college\_test$Apps)^2)

## [1] 1135657

predict(fit\_lasso, s = bestlam\_lasso, type = "coefficients")

## 19 x 1 sparse Matrix of class "dgCMatrix"  
## 1  
## (Intercept) -7.900312e+02  
## (Intercept) .   
## PrivateYes -3.070156e+02  
## Accept 1.779326e+00  
## Enroll -1.469479e+00  
## Top10perc 6.672190e+01  
## Top25perc -2.230428e+01  
## F.Undergrad 9.258478e-02  
## P.Undergrad 9.409305e-03  
## Outstate -1.083491e-01  
## Room.Board 2.115148e-01  
## Books 2.912133e-01  
## Personal 6.120479e-03  
## PhD -1.547181e+01  
## Terminal 6.409350e+00  
## S.F.Ratio 2.282604e+01  
## perc.alumni 1.130492e+00  
## Expend 4.856685e-02  
## Grad.Rate 7.487998e+00

The best λ for lasso regression is 0.01. The test error obtained is 1135657.

(e). Fit a PCR model on the training set, with M chosen by cross-validation. Report the test error obtained, along with the value of M selected by cross-validation.

library(pls)  
  
fit\_pcr <- pcr(Apps~., data=college\_train, scale=T, validation="CV")  
validationplot(fit\_pcr, val.type="MSEP")
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pred\_pcr <- predict(fit\_pcr, college\_test, ncomp=5)  
mean((college\_test[, "Apps"] - c(pred\_pcr))^2)

## [1] 1983650

From the plot, we choose M = 5, and the test error obtained is 1983650.

(f). Fit a PLS model on the training set, with M chosen by cross-validation. Report the test error obtained, along with the value of M selected by cross-validation.

fit\_pls <- plsr(Apps ~ ., data = college\_train, scale = TRUE, validation = "CV")  
validationplot(fit\_pls, val.type = "MSEP")

![](data:image/png;base64,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)

pred\_pls <- predict(fit\_pls, college\_test, ncomp = 6)  
mean((pred\_pls - college\_test$Apps)^2)

## [1] 1066991

From the plot, we choose M = 6, and the test error obtained is 1066991.

(g). Comment on the results obtained. How accurately can we predict the number of college applications received? Is there much difference among the test errors resulting from these five approaches.

We make use of the test error to compute the R^2, to assess the accuracy using different approaches.

test\_avg <- mean(college\_test$Apps)  
cat("R-squared of least suqares: ",lm\_r2 <- 1 - mean((pred\_lm - college\_test$Apps)^2) / mean((test\_avg - college\_test$Apps)^2))

## R-squared of least suqares: 0.9015413

cat("\nR-squared of ridge: ",ridge\_r2 <- 1 - mean((pred\_ridge - college\_test$Apps)^2) / mean((test\_avg - college\_test$Apps)^2))

##   
## R-squared of ridge: 0.901545

cat("\nR-squared of lasso: ",lasso\_r2 <- 1 - mean((pred\_lasso - college\_test$Apps)^2) / mean((test\_avg - college\_test$Apps)^2))

##   
## R-squared of lasso: 0.9015501

cat("\nR-squared of pcr: ",pcr\_r2 <- 1 - mean((pred\_pcr - college\_test$Apps)^2) / mean((test\_avg - college\_test$Apps)^2))

##   
## R-squared of pcr: 0.8280378

cat("\nR-squared of pls: ",pls\_r2 <- 1 - mean((pred\_pls - college\_test$Apps)^2) / mean((test\_avg - college\_test$Apps)^2))

##   
## R-squared of pls: 0.9075028

Except for PCR, which only has R-squared of 0.8280378, all other approaches have accurate results. The R-squared of least squares is 0.9015413, the R-squared of ridge is 0.901545, the R-squared of lasso is 0.9015501, the R-squared of pcr is 0.8280378, and the R-squared of pls is 0.9075028.

## Exercise 10 in section 6.8

We have seen that as the number of features used in a model increases, the training error will necessarily decrease, but the test error may not. We will now explore this in a simulated data set.

(a). Generate a data set with p = 20 features, n = 1,000 observations, and an associated quantitative response vector generated according to the model

where has some elements that are exactly equal to zero.

set.seed(100)  
X <- matrix(rnorm(1000 \* 20), 1000, 20)  
b <- rnorm(20)  
b[5] <- 0  
b[8] <- 0  
b[9] <- 0  
b[14] <- 0  
b[18] <- 0  
epsilon <- rnorm(1000)  
Y <- X %\*% b + epsilon

(b). Split your data set into a training set containing 100 observations and a test set containing 900 observations.

set.seed(200)  
train <- sample(seq(1000), 100)  
X\_train <- X[train, ]  
X\_test <- X[-train, ]  
Y\_train <- Y[train, ]  
Y\_test <- Y[-train, ]

(c). Perform best subset selection on the training set, and plot the training set MSE associated with the best model of each size.

set.seed(100)  
df\_train <- data.frame(Y\_train, X\_train)  
regfit\_full <- regsubsets(Y\_train ~ ., data = df\_train, nvmax = 20)  
train\_mat <- model.matrix(Y\_train ~ ., data = df\_train, nvmax = 20)  
val\_errors <- rep(0, 20)  
  
for (i in 1:20) {  
 coef <- coef(regfit\_full, id = i)  
 pred <- train\_mat[, names(coef)] %\*% coef  
 val\_errors[i] <- mean((pred - Y\_train)^2)  
}  
plot(val\_errors, xlab = "Number of features", ylab = "Training MSE", pch = 3, type = "b")
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(d). Plot the test set MSE associated with the best model of each size.

set.seed(100)  
df\_test <- data.frame(Y\_test, X\_test)  
test\_mat <- model.matrix(Y\_test ~ ., data = df\_test, nvmax = 20)  
  
val\_errors <- rep(0, 20)  
  
for (i in 1:20) {  
 coef <- coef(regfit\_full, id = i)  
 pred <- test\_mat[, names(coef)] %\*% coef  
 val\_errors[i] <- mean((pred - Y\_test)^2)  
}  
plot(val\_errors, xlab = "Number of features", ylab = "Test MSE", pch = 3, type = "b")
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(e). For which model size does the test set MSE take on its minimum value? Comment on your results. If it takes on its minimum value for a model containing only an intercept or a model containing all of the features, then play around with the way that you are generating the data in (a) until you come up with a scenario in which the test set MSE is minimized for an intermediate model size.

which.min(val\_errors)

## [1] 14

The model with 14 variables has the lowest test set MSE. With more features used in the model, the training error must decrease and the testing error increases as a result of overfitting. The model fails to generalize to new observations, causing the testing error increases again when more and more features are added to the model.

(f). How does the model at which the test set MSE is minimized compare to the true model used to generate the data? Comment on the coefficient values.

set.seed(100)  
coef(regfit\_full, which.min(val\_errors))

## (Intercept) X1 X2 X3 X4 X6   
## 0.1059887 -0.5282429 1.4160775 -0.5300182 -0.2966303 1.9441823   
## X10 X11 X12 X13 X15 X16   
## -0.4083995 0.9971357 0.6192924 -2.5479723 1.6632232 1.5132903   
## X17 X19 X20   
## 0.5102922 -3.0923406 0.6045765

The best subset model could identify all the coefficients with the value of zero in the true model.

(g). Create a plot displaying for a range of values of r, where is the jth coefficient estimate for the best model containing r coefficients. Comment on what you observe. How does this compare to the test MSE plot from (d)?

set.seed(200)  
val\_errors <- rep(0, 20)  
X\_cols <- colnames(X, do.NULL = FALSE, prefix = "X")  
  
for (i in 1:20) {  
 coef <- coef(regfit\_full, id = i)  
 val\_errors[i] <- sqrt(sum((b[X\_cols %in% names(coef)] - coef[names(coef) %in% X\_cols])^2) + sum(b[!(X\_cols %in% names(coef))])^2)  
}  
plot(val\_errors, xlab = "Number of coefficients", ylab = "Error between estimated and true coefficients", pch = 3, type = "b")

![](data:image/png;base64,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)

which.min(val\_errors)

## [1] 11

The model with 11 variables minimizes the error between the estimated and true coefficients. On the other hand, test error is minimized by the model with 14 variables. Therefore, a model with best fit of true coefficients may not be the model which gives the lowest test error.

## Exercise 11 in section 6.8

We will now try to predict per capita crime rate in the **Boston** dataset.

(a). Try out some of the regression methods explored in this chapter, such as best subset selection, the lasso, ridge regression, and PCR. Present and discuss results for the approaches that you consider.

# Remove the # below  
library(MASS)  
attach(Boston)  
set.seed(1)  
  
# best subset selection  
  
train <- sample(dim(Boston)[1], dim(Boston)[1]\*0.8)  
Boston\_train <- Boston[train, ]  
Boston\_test <- Boston[-train, ]  
  
mod <-regsubsets(crim~.,data=Boston\_train,nbest=1,nvmax=13)  
  
Boston\_test\_mat <- model.matrix(crim~ ., data = Boston\_test, nvmax = 13)  
val\_errors <- rep(NA, 13)  
for (i in 1:13) {  
 coef <- coef(mod, id = i)  
 pred <- Boston\_test\_mat[, names(coef)] %\*% coef  
 val\_errors[i] <- mean((pred - Boston\_test$crim)^2)  
}  
  
which.min(val\_errors)

## [1] 11

(mod\_MSE<-val\_errors[11])

## [1] 68.93374

The best subset selection model has 11 variables, and the cross validation error is 68.93374.

# lasso  
set.seed(1)  
train\_mat <- model.matrix(crim ~ ., data = Boston\_train)  
test\_mat <- model.matrix(crim ~ ., data = Boston\_test)  
grid <- 10 ^ seq(4, -2, length = 500)  
  
lasso\_mod<-glmnet(train\_mat,Boston\_train$crim,alpha=1,lambda=grid)  
cv\_lasso<-cv.glmnet(train\_mat,Boston\_train$crim,alpha=1,lambda=grid)  
  
# find the best lambda which give smallest CV error  
bestlam<-cv\_lasso$lambda.min  
  
# predict with the model with the best lambda  
pred<-predict(lasso\_mod,s=bestlam,newx=test\_mat)  
  
# MSE  
(lasso\_MSE<-mean((Boston\_test$crim - pred)^2))

## [1] 69.67614

The lasso model has the cross validation error of 69.67614.

# ridge  
set.seed(1)  
ridge\_mod<-glmnet(train\_mat,Boston\_train$crim,alpha=0,lambda=grid)  
cv\_ridge<-cv.glmnet(train\_mat,Boston\_train$crim,alpha=0,lambda=grid)  
  
# find the best lambda which give smallest CV error  
bestlam<-cv\_ridge$lambda.min  
  
# predict with the model with the best lambda  
pred<-predict(ridge\_mod,s=bestlam,newx=test\_mat)  
  
# MSE  
(ridge\_MSE<-mean((Boston\_test$crim - pred)^2))

## [1] 69.97034

The ridge model has the cross validation error of 69.97034.

# pcr  
fit\_pcr <- pcr(crim~., data=Boston\_train, scale=T, validation="CV")  
  
pred\_pcr <- predict(fit\_pcr, Boston\_test, ncomp=5)  
mean((Boston\_test[, "crim"] - c(pred\_pcr))^2)

## [1] 76.07335

The pcr model has the cross validation error of 76.07335.

The cross validation errors using different models are:  
best subset selection: 68.93374  
lasso: 69.67614  
ridge: 69.97034  
pcr: 76.07335

Therefore, the best model is the best subset selection model.

(b). Propose a model (or set of models) that seem to perform well on this data set, and justify your answer. Make sure that you are evaluating model performance using validation set error, cross-validation, or some other reasonable alternative, as opposed to using training error.

From (a), the models that seem to perform well on the Boston data set are best subset selection, lasso model, and ridge model. Since these models has relatively small cross validation errors. Furthermore, the best model is the best subset selection model because it has the smallest cross validation error.

(c). Does your chosen model involve all of the features in the dataset? Why or why not?

No. The model I chose is the best selection model, which only has 11 features instead of all 13 features. In model selection, the objective is to select a model that gives the smallest test error. If all features are included in the model, even though the model fits training data very well, the model fails to generalize to new observations, as a result of overfitting.