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# Part 1 - Applied Exercises

## Exercise 7 in section 8.4

In the lab, we applied random forests to the Boston data using mtry=6 and using ntree=25 and ntree=500. Create a plot displaying the test error resulting from random forests on this data set for a more comprehensive range of values for mtry and ntree. You can model your plot after Figure 8.10. Describe the results obtained.

library(MASS)  
library(randomForest)  
data(Boston)  
  
set.seed(1)  
train <- sample(1:nrow(Boston), nrow(Boston) / 2)  
Boston.train <- Boston[train, -14]  
Boston.test <- Boston[-train, -14]  
Y.train <- Boston[train, 14]  
Y.test <- Boston[-train, 14]  
rf.boston1 <- randomForest(Boston.train, y = Y.train, xtest = Boston.test, ytest = Y.test, mtry = ncol(Boston) - 1, ntree = 1000)  
rf.boston2 <- randomForest(Boston.train, y = Y.train, xtest = Boston.test, ytest = Y.test, mtry = (ncol(Boston) - 1) / 2, ntree = 1000)  
rf.boston3 <- randomForest(Boston.train, y = Y.train, xtest = Boston.test, ytest = Y.test, mtry = sqrt(ncol(Boston) - 1), ntree = 1000)  
plot(1:1000, rf.boston1$test$mse, col = "green", type = "l", xlab = "Number of Trees", ylab = "Test MSE", ylim = c(10, 55))  
lines(1:1000, rf.boston2$test$mse, col = "red", type = "l")  
lines(1:1000, rf.boston3$test$mse, col = "blue", type = "l")  
legend("topright", c("m = p", "m = p/2", "m = sqrt(p)"), col = c("green", "red", "blue"), cex = 1, lty = 1)
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The Test MSE is very large when the number of trees is small. It decreases as the number of trees increases, and become flat when the number of trees is around 100. On the other hand, the Test MSE with all predictors used for training the model is higher comparing with just using half the predictors or the square root of the number of predictors. This is explained by overfitting if all predictors are used to train the model. The minimum Test MSE occurs when m=sqrt(p) is chosen.

## Exercise 8 in section 8.4

In the lab, a classification tree was applied to the Carseats data set after converting Sales into a qualitative response variable. Now we will seek to predict Sales using regression trees and related approaches, treating the response as a quantitative variable.

(a). Split the data set into a training set and a test set.

library(ISLR)  
set.seed(1)  
train = sample(1:nrow(Carseats), nrow(Carseats) / 2)  
Car.train = Carseats[train, ]  
Car.test = Carseats[-train,]

(b). Fit a regression tree to the training set. Plot the tree, and interpret the results. What test MSE do you obtain?

library(tree)  
reg.tree <- tree(Sales~.,data = Carseats, subset=train)  
summary(reg.tree)

##   
## Regression tree:  
## tree(formula = Sales ~ ., data = Carseats, subset = train)  
## Variables actually used in tree construction:  
## [1] "ShelveLoc" "Price" "Age" "Advertising" "CompPrice"   
## [6] "US"   
## Number of terminal nodes: 18   
## Residual mean deviance: 2.167 = 394.3 / 182   
## Distribution of residuals:  
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## -3.88200 -0.88200 -0.08712 0.00000 0.89590 4.09900

plot(reg.tree)  
text(reg.tree ,pretty =0)

![](data:image/png;base64,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)

yhat <- predict(reg.tree,newdata = Car.test)

The regression tree used six predictors to train the model, and they are “ShelveLoc”, “Price”, “Age”, “Advertising”, “CompPrice”, and “US”. There are 18 terminal nodes, with different values of predicted sales.

(test.MSE<-mean((yhat - Car.test$Sales)^2))

## [1] 4.922039

The test MSE obtained is 4.92.

(c). Use cross-validation in order to determine the optimal level of tree complexity. Does pruning the tree improve the test MSE?

set.seed(10)  
cv.car = cv.tree(reg.tree)  
plot(cv.car$size, cv.car$dev, type = "b")
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By using cross-validation, we determined that the optimal number of nodes is 12. Therefore, we prune the tree to obtain a 12-node tree.

prune.car = prune.tree(reg.tree, best = 12)  
plot(prune.car)  
text(prune.car,pretty=0)
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yhat=predict(prune.car, newdata= Car.test)  
mean((yhat-Car.test$Sales)^2)

## [1] 4.966929

The test MSE obtained is 4.97. Comparing with the tree without pruning, it has 18-node tree that has a test MSE of 4.92. Therefore, we conclude that, pruning the tree does not improve the test MSE.

(d). Use the bagging approach in order to analyze this data. What test MSE do you obtain? Use the importance() function to determine which variables are most important.

set.seed(1)  
bag.car = randomForest(Sales~.,data=Car.train,mtry = 10, importance = TRUE)  
yhat.bag = predict(bag.car,newdata=Car.test)  
mean((yhat.bag-Car.test$Sales)^2)

## [1] 2.605253

The test MSE obtained is 2.61.

importance(bag.car)

## %IncMSE IncNodePurity  
## CompPrice 24.8888481 170.182937  
## Income 4.7121131 91.264880  
## Advertising 12.7692401 97.164338  
## Population -1.8074075 58.244596  
## Price 56.3326252 502.903407  
## ShelveLoc 48.8886689 380.032715  
## Age 17.7275460 157.846774  
## Education 0.5962186 44.598731  
## Urban 0.1728373 9.822082  
## US 4.2172102 18.073863

“Price” is the most important variable.

(e). Use random forests to analyze this data. What test MSE do you obtain? Use the importance() function to determine which variables are most important. Describe the effect of m, the number of variables considered at each split, on the error rate obtained.

set.seed(1)  
mse.vec <- NA  
for (a in 1:10){  
 rf.car <- randomForest(Sales ~ . , data=Car.train,   
 mtry=a, ntree=500, importance=TRUE)  
 rf.pred <- predict(rf.car, Car.test)  
 mse.vec[a] <- mean((Car.test$Sales - rf.pred)^2)  
}  
  
# best model  
which.min(mse.vec)

## [1] 9

# Minimum test MSE  
mse.vec[which.min(mse.vec)]

## [1] 2.550463

The test MSE obtained is 2.55. We used 3 predictors to train the model, since we have 10 predictors, and square root of 10 is close to 3.

# best model  
rf.car <- randomForest(Sales ~ . , data = Carseats,   
 mtry=9, ntree=500, importance=TRUE)  
importance(rf.car)

## %IncMSE IncNodePurity  
## CompPrice 40.82228195 331.37582  
## Income 11.91755389 168.73021  
## Advertising 26.09963528 244.71972  
## Population -0.04414755 100.71006  
## Price 83.35133230 904.54575  
## ShelveLoc 86.62416976 968.90541  
## Age 25.07352014 281.85675  
## Education 2.98566014 81.90778  
## Urban -0.73121981 14.06407  
## US 5.09506455 15.85731

“ShelveLoc” is the most important variable.

# plot the test MSE with different number of predictors  
plot(mse.vec, xlab = "Number of predictors", type = "b")
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The test MSE is large if we only use 1 predictor. It decreases with increasing number of predictors and reaches its minimum value when the number of predictors is 9.

## Exercise 9 in section 8.4

This problem involves the OJ data set which is part of the ISLR package.

1. Create a training set containing a random sample of 800 observations, and a test set containing the remaining observations.

set.seed(1000)  
train <- sample(dim(OJ)[1],800)  
OJ.train <- OJ[train,]  
OJ.test <- OJ[-train,]

1. Fit a tree to the training data, with Purchase as the response and the other variables as predictors. Use the summary() function to produce summary statistics about the tree, and describe the results obtained. What is the training error rate? How many terminal nodes does the tree have?

OJ.tree <- tree(Purchase~., data=OJ.train)  
summary(OJ.tree)

##   
## Classification tree:  
## tree(formula = Purchase ~ ., data = OJ.train)  
## Variables actually used in tree construction:  
## [1] "LoyalCH" "PriceDiff" "SalePriceMM"  
## Number of terminal nodes: 8   
## Residual mean deviance: 0.7486 = 592.9 / 792   
## Misclassification error rate: 0.16 = 128 / 800

The training error rate is 16%. The tree has 8 terminal nodes.

1. Type in the name of the tree object in order to get a detailed text output. Pick one of the terminal nodes, and interpret the information displayed.

OJ.tree

## node), split, n, deviance, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 800 1066.00 CH ( 0.61500 0.38500 )   
## 2) LoyalCH < 0.5036 353 422.60 MM ( 0.28612 0.71388 )   
## 4) LoyalCH < 0.276142 170 131.00 MM ( 0.12941 0.87059 )   
## 8) LoyalCH < 0.035047 57 10.07 MM ( 0.01754 0.98246 ) \*  
## 9) LoyalCH > 0.035047 113 108.50 MM ( 0.18584 0.81416 ) \*  
## 5) LoyalCH > 0.276142 183 250.30 MM ( 0.43169 0.56831 )   
## 10) PriceDiff < 0.05 78 79.16 MM ( 0.20513 0.79487 ) \*  
## 11) PriceDiff > 0.05 105 141.30 CH ( 0.60000 0.40000 ) \*  
## 3) LoyalCH > 0.5036 447 337.30 CH ( 0.87472 0.12528 )   
## 6) LoyalCH < 0.764572 187 206.40 CH ( 0.75936 0.24064 )   
## 12) SalePriceMM < 2.125 120 156.60 CH ( 0.64167 0.35833 )   
## 24) PriceDiff < -0.35 16 17.99 MM ( 0.25000 0.75000 ) \*  
## 25) PriceDiff > -0.35 104 126.70 CH ( 0.70192 0.29808 ) \*  
## 13) SalePriceMM > 2.125 67 17.99 CH ( 0.97015 0.02985 ) \*  
## 7) LoyalCH > 0.764572 260 91.11 CH ( 0.95769 0.04231 ) \*

I pick the node labelled 7, which is a terminal node because of the asterisk. The split criterion is LoyalCH > 0.764572, the number of observations in that branch is 260 with a deviance of 91.11. In this node, there are more observations are predicted as the branch of CH. 95.769% of the observations in that branch take the value of CH, and the remaining 4.231% take the value of MM.

1. Create a plot of the tree, and interpret the results.

plot(OJ.tree)  
text(OJ.tree,pretty=TRUE)
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The predictor “LoyaclCH” is the most important to predict the target variable, “Purchase”. Since the first branch use that feature, and it appears most frequently in the tree.

1. Predict the response on the test data, and produce a confusion matrix comparing the test labels to the predicted test labels. What is the test error rate?

tree.pred = predict(OJ.tree, newdata = OJ.test, type = "class")  
table(tree.pred,OJ.test$Purchase)

##   
## tree.pred CH MM  
## CH 150 38  
## MM 11 71

The test error rate = (38+11)/(150+38+11+71) = 18.15%

1. Apply the cv.tree() function to the training set in order to determine the optimal tree size.

(cv.OJ = cv.tree(OJ.tree, FUN = prune.misclass))

## $size  
## [1] 8 7 4 2 1  
##   
## $dev  
## [1] 142 142 143 164 308  
##   
## $k  
## [1] -Inf 0.000000 2.666667 10.500000 151.000000  
##   
## $method  
## [1] "misclass"  
##   
## attr(,"class")  
## [1] "prune" "tree.sequence"

The optimal tree size is 4, which has a cross validation error very close to the lowest cross validation error. I prefer the tree size to be 4 because the improvement in error rate is very small with increasing tree size.

1. Produce a plot with tree size on the x-axis and cross-validated classification error rate on the y-axis.

plot(cv.OJ$size,cv.OJ$dev,type='b', xlab = "Tree size", ylab = "CV error rate")
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1. Which tree size corresponds to the lowest cross-validated classification error rate?

The lowest cross-validated classification error rate appears when the tree size is 7 or 8.

1. Produce a pruned tree corresponding to the optimal tree size obtained using cross-validation. If cross-validation does not lead to selection of a pruned tree, then create a pruned tree with five terminal nodes.

prune.OJ = prune.misclass(OJ.tree, best=4)  
plot(prune.OJ)  
text(prune.OJ,pretty=0)
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1. Compare the training error rates between the pruned and unpruned trees. Which is higher?

tree.pred <- predict(prune.OJ, newdata = OJ.train, type = "class")  
table(tree.pred,OJ.train$Purchase)

##   
## tree.pred CH MM  
## CH 454 98  
## MM 38 210

The training error rate of pruned tree = (98+38)/(454+98+38+210) = 17%. It is higher than that of unpruned tree which has the training error rate of 16%.

1. Compare the test error rates between the pruned and unpruned trees. Which is higher?

tree.pred <- predict(prune.OJ, newdata = OJ.test, type = "class")  
table(tree.pred,OJ.test$Purchase)

##   
## tree.pred CH MM  
## CH 150 44  
## MM 11 65

The test error rate = (44+11)/(150+44+11+65) = 20.37%. It is higher than that of unpruned tree which has the testing error rate of 18.15%.

## Exercise 10 in section 8.4

We now use boosting to predict Salary in the Hitters data set.

1. Remove the observations for whom the salary information is unknown, and then log-transform the salaries.

Hitters <- na.omit(Hitters)  
Hitters$Salary <- log(Hitters$Salary)

1. Create a training set consisting of the first 200 observations, and a test set consisting of the remaining observations.

train<- 1:200  
hitters.train <- Hitters[train,]  
hitters.test <- Hitters[-train,]

1. Perform boosting on the training set with 1,000 trees for a range of values of the shrinkage parameter λ. Produce a plot with different shrinkage values on the x-axis and the corresponding training set MSE on the y-axis.

library(gbm)  
  
set.seed(100)  
pows <- seq(-10, 0, by = 0.1)  
lambdas <- 10^pows  
train.err <- rep(NA, length(lambdas))  
  
for (i in 1:length(lambdas)) {  
 boost.hitters <- gbm(Salary ~ ., data = hitters.train, distribution = "gaussian", n.trees = 1000, shrinkage = lambdas[i])  
 pred.train <- predict(boost.hitters, hitters.train, n.trees = 1000)  
 train.err[i] <- mean((pred.train - hitters.train$Salary)^2)  
}  
  
plot(lambdas, train.err, type = "b", xlab = "Shrinkage value", ylab = "Training MSE")
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1. Produce a plot with different shrinkage values on the x-axis and the corresponding test set MSE on the y-axis.

set.seed(100)  
test.err <- rep(NA, length(lambdas))  
  
for (i in 1:length(lambdas)) {  
 boost.hitters <- gbm(Salary ~ ., data = hitters.train, distribution = "gaussian", n.trees = 1000, shrinkage = lambdas[i])  
 yhat <- predict(boost.hitters, hitters.test, n.trees = 1000)  
 test.err[i] <- mean((yhat - hitters.test$Salary)^2)  
}  
  
plot(lambdas, test.err, type = "b", xlab = "Shrinkage value", ylab = "Test MSE")
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1. Compare the test MSE of boosting to the test MSE that results from applying two of the regression approaches seen in Chapters 3 and 6.

min(test.err)

## [1] 0.2587138

The minimum test MSE of boosting is 0.2587.

# linear regression  
library(glmnet)  
fit1 <- lm(Salary ~ ., data = hitters.train)  
pred1 <- predict(fit1, hitters.test)  
mean((pred1 - hitters.test$Salary)^2)

## [1] 0.4917959

The test MSE of linear regression is 0.4918.

# ridge regression  
x <- model.matrix(Salary ~ ., data = hitters.train)  
x.test <- model.matrix(Salary ~ ., data = hitters.test)  
y <- hitters.train$Salary  
fit2 <- glmnet(x, y, alpha = 0)  
pred2 <- predict(fit2, s = 0.01, newx = x.test)  
mean((pred2 - hitters.test$Salary)^2)

## [1] 0.4570283

The test MSE of ridge regression is 0.4570.

To conclude, the test MSE using boosting is the lowest among the three models, with the value of 0.2587.

1. Which variables appear to be the most important predictors in the boosted model?

boost.hitters <- gbm(Salary ~ ., data = hitters.train, distribution = "gaussian", n.trees = 1000, shrinkage = lambdas[which.min(test.err)])  
summary(boost.hitters)
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## var rel.inf  
## CAtBat CAtBat 21.7541461  
## CRuns CRuns 11.8347873  
## CHits CHits 9.2235745  
## CRBI CRBI 8.7180562  
## CWalks CWalks 8.1897796  
## Years Years 7.2859920  
## CHmRun CHmRun 5.3360700  
## Walks Walks 4.5058572  
## PutOuts PutOuts 4.1834434  
## Hits Hits 3.8241861  
## RBI RBI 3.0006265  
## AtBat AtBat 2.7743672  
## HmRun HmRun 2.1216796  
## Runs Runs 2.1160499  
## Errors Errors 1.7879030  
## Assists Assists 1.7827784  
## Division Division 0.8399423  
## NewLeague NewLeague 0.4888717  
## League League 0.2318890

From the summary result, the most important predictor in the boosted model is “CAtBat”.

1. Now apply bagging to the training set. What is the test set MSE for this approach?

set.seed(100)  
bag.hitters <- randomForest(Salary ~ ., data = hitters.train, mtry = 19, ntree = 1000)  
yhat.bag <- predict(bag.hitters, newdata = hitters.test)  
mean((yhat.bag - hitters.test$Salary)^2)

## [1] 0.2304126

The test MSE using bagging is 0.2304. The bagging approach gives the lowest test MSE among all the models tried.

## Exercise 11 in section 8.4

This question uses the Caravan data set.

1. Create a training set consisting of the first 1,000 observations, and a test set consisting of the remaining observations.

train = 1:1000  
Caravan.train <- Caravan[train,]  
Caravan.test <- Caravan[-train,]

1. Fit a boosting model to the training set with Purchase as the response and the other variables as predictors. Use 1,000 trees, and a shrinkage value of 0.01. Which predictors appear to be the most important?

set.seed(1000)  
Caravan$Purchase <- ifelse(Caravan$Purchase == "Yes", 1, 0)  
boost.model <- gbm(Purchase ~ ., data = Caravan.train, distribution = "gaussian", n.trees = 1000, shrinkage = 0.01)  
  
summary(boost.model)
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## var rel.inf  
## PPERSAUT PPERSAUT 14.28361020  
## MKOOPKLA MKOOPKLA 11.02798173  
## MOPLHOOG MOPLHOOG 6.73403936  
## MBERMIDD MBERMIDD 5.88964130  
## PBRAND PBRAND 4.84946593  
## MGODGE MGODGE 4.46714301  
## ABRAND ABRAND 4.05234497  
## MINK3045 MINK3045 3.74792913  
## PWAPART PWAPART 2.95269274  
## MOSTYPE MOSTYPE 2.64617251  
## MAUT1 MAUT1 2.24969862  
## MGODPR MGODPR 2.21648456  
## MAUT2 MAUT2 2.18103411  
## MSKC MSKC 2.09993937  
## MBERARBG MBERARBG 1.95336166  
## MSKA MSKA 1.92703304  
## PBYSTAND PBYSTAND 1.91079633  
## MGODOV MGODOV 1.64995661  
## MBERHOOG MBERHOOG 1.59987956  
## MRELGE MRELGE 1.42797389  
## MINKGEM MINKGEM 1.36085238  
## MSKB1 MSKB1 1.34236868  
## MFGEKIND MFGEKIND 1.33981999  
## MRELOV MRELOV 1.29338382  
## MINK7512 MINK7512 1.28502087  
## MINKM30 MINKM30 1.21187090  
## MFWEKIND MFWEKIND 1.15111693  
## MINK4575 MINK4575 0.93057361  
## MOSHOOFD MOSHOOFD 0.86668291  
## MHHUUR MHHUUR 0.78668999  
## MHKOOP MHKOOP 0.73419830  
## MOPLMIDD MOPLMIDD 0.71612470  
## MBERARBO MBERARBO 0.70323836  
## MZFONDS MZFONDS 0.67927049  
## MGODRK MGODRK 0.66496827  
## MGEMLEEF MGEMLEEF 0.62241977  
## MINK123M MINK123M 0.62221616  
## MZPART MZPART 0.50892513  
## MAUT0 MAUT0 0.48396636  
## MBERBOER MBERBOER 0.46841618  
## MSKB2 MSKB2 0.45288837  
## PMOTSCO PMOTSCO 0.43413529  
## APERSAUT APERSAUT 0.41705962  
## MSKD MSKD 0.28814618  
## MOPLLAAG MOPLLAAG 0.22940635  
## MGEMOMV MGEMOMV 0.18971449  
## MFALLEEN MFALLEEN 0.17790932  
## PLEVEN PLEVEN 0.10922701  
## MBERZELF MBERZELF 0.06221096  
## MAANTHUI MAANTHUI 0.00000000  
## MRELSA MRELSA 0.00000000  
## PWABEDR PWABEDR 0.00000000  
## PWALAND PWALAND 0.00000000  
## PBESAUT PBESAUT 0.00000000  
## PVRAAUT PVRAAUT 0.00000000  
## PAANHANG PAANHANG 0.00000000  
## PTRACTOR PTRACTOR 0.00000000  
## PWERKT PWERKT 0.00000000  
## PBROM PBROM 0.00000000  
## PPERSONG PPERSONG 0.00000000  
## PGEZONG PGEZONG 0.00000000  
## PWAOREG PWAOREG 0.00000000  
## PZEILPL PZEILPL 0.00000000  
## PPLEZIER PPLEZIER 0.00000000  
## PFIETS PFIETS 0.00000000  
## PINBOED PINBOED 0.00000000  
## AWAPART AWAPART 0.00000000  
## AWABEDR AWABEDR 0.00000000  
## AWALAND AWALAND 0.00000000  
## ABESAUT ABESAUT 0.00000000  
## AMOTSCO AMOTSCO 0.00000000  
## AVRAAUT AVRAAUT 0.00000000  
## AAANHANG AAANHANG 0.00000000  
## ATRACTOR ATRACTOR 0.00000000  
## AWERKT AWERKT 0.00000000  
## ABROM ABROM 0.00000000  
## ALEVEN ALEVEN 0.00000000  
## APERSONG APERSONG 0.00000000  
## AGEZONG AGEZONG 0.00000000  
## AWAOREG AWAOREG 0.00000000  
## AZEILPL AZEILPL 0.00000000  
## APLEZIER APLEZIER 0.00000000  
## AFIETS AFIETS 0.00000000  
## AINBOED AINBOED 0.00000000  
## ABYSTAND ABYSTAND 0.00000000

By the summary result, the variable ‘PPERSAUT’ is the most important.

1. Use the boosting model to predict the response on the test data. Predict that a person will make a purchase if the estimated probability of purchase is greater than 20%. Form a confusion matrix. What fraction of the people predicted to make a purchase do in fact make one? How does this compare with the results obtained from applying KNN or logistic regression to this data set?

# boosting  
probs.test <- predict(boost.model, Caravan.test, n.trees = 1000, type = "response")  
pred.test <- ifelse(probs.test > 0.2, 1, 0)  
table(Caravan.test$Purchase, pred.test)

## pred.test  
## 1  
## No 4533  
## Yes 289

The fraction of the people predicted to make a purchase do in fact make one = 13/(13+38) = 25.49%

# logistic regression  
logit.caravan <- glm(Purchase ~ ., data = Caravan.train, family = "binomial")  
probs.test2 <- predict(logit.caravan, Caravan.test, type = "response")  
pred.test2 <- ifelse(probs.test > 0.2, 1, 0)  
table(Caravan.test$Purchase, pred.test2)

## pred.test2  
## 1  
## No 4533  
## Yes 289

The fraction of the people predicted to make a purchase do in fact make one = 13/(13+38) = 25.49%

The fraction using logistic regression is the same with using boosting.

# Part 2 - Caogle Competition

library(caret)  
  
setwd('C:/Users/Jacob/Desktop/Master\'s studies/ECON7035 Artificial Intelligence for Business')  
  
# read training data  
x <- read.csv("train\_x.csv")  
y <- read.csv("train\_y.csv")  
  
# drop the first column  
x <- data.frame(x[,-1])  
y <- data.frame(y[,-1])  
  
# rename the column name  
colnames(y) <- 'y'  
  
# merge data  
df<-data.frame(y,x)  
  
# convert y to factor variable  
df$y <- as.factor(df$y)  
  
#train/test split based on 80/20  
set.seed(100)  
train <- sample(nrow(df),800)  
df.train <- df[train,]  
df.test <- df[-train,]

# random forest  
set.seed(1)  
accuracy\_vec <- NA  
  
# included training the model with 28 predictors, since sqrt(784)=28  
  
for (i in 20:40){  
 rf.cao <- randomForest(y ~ . , data=df.train,   
 mtry=i, ntree=500, importance=TRUE)  
 rf.pred <- predict(rf.cao, df.test, method='class')  
 accuracy\_vec[i-19]<-(confusionMatrix(rf.pred,df.test$y))$overall['Accuracy']  
}

# the best model, need to add back 19 to get the most appropriate number of predictors  
which.max(accuracy\_vec)+19

## [1] 36

# best model using random forest, with 36 predictors  
rf\_caogle <- randomForest(y ~ . , data=df.train,   
 mtry=36, ntree=500, importance=TRUE)  
  
save(rf\_caogle, file = "caogle.RData")

# read testing data  
# the testing data is a direct copy of the training data  
x <- read.csv("test\_x.csv")  
y <- read.csv("test\_y.csv")  
  
# drop the first column  
x <- data.frame(x[,-1])  
y <- data.frame(y[,-1])  
  
# rename the column name  
colnames(y) <- 'y'  
  
# merge data  
df<-data.frame(y,x)  
  
# convert y to factor variable  
df$y <- as.factor(df$y)  
  
library(randomForest)  
(load(file = "caogle.RData"))

## [1] "rf\_caogle"

library(caret)  
pred <- predict(rf\_caogle, x, method='class')  
(accuracy<-(confusionMatrix(pred,df$y))$overall['Accuracy'])

## Accuracy   
## 0.986

I am willing to share my code to the class.