All machine learning models can be classified as supervised or unsupervised. The biggest difference between the two is that a supervised algorithm requires labeled input and output training data, while an unsupervised model can process raw, unlabeled datasets.

Supervised machine learning models can then be further classified into regression and classification algorithms.

**Machine Learning Regression Models**

Regression algorithms are used to predict a continuous outcome (y) using independent variables (x).

For example, look at the table below:
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In this case, we would like to predict the rent of a house based on its size, the number of bedrooms, and whether it is fully furnished. The dependent variable, “Rent”, is numeric, which makes this a regression problem.

**Regression Metrics**

A common misconception by data science beginners is that a regression model can be evaluated using a metric like accuracy. Accuracy is a metric used to assess the performance of classification models, as will be explained later in this article.

Regression models, on the other hand, are evaluated using metrics such as MAE (Mean Absolute Error), MSE (Mean Squared Error), and RMSE (Root Mean Squared Error).

Let’s add a predicted value to the house price problem above and evaluate these predictions using a few regression metrics:
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**1. Mean Absolute Error:**

The mean absolute error calculates the sum of the difference between all true and predicted values, and divides this by the total number of observations. Here is the formula to calculate MAE:

![MAE Formula](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGoAAAAqCAMAAABspz7JAAAAMFBMVEVMaXEAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACbsZG/AAAAEHRSTlMACspie6KGcK66NksekhIsIrpLCgAAAAlwSFlzAAALEwAACxMBAJqcGAAAAoNJREFUWIW9l4mu4yAMRY3NEmOW///bkZ0mJSlppZlkrtQ+PUh8wBsU4Ivc6/O8hEJPEsp/QFWHHiD4e622yZhLHRvAQndyuufpRAoADfuNKPERpxPqO1pAbmRBmqIcZ/Vf88+juo4umdrzqKaeK3Rvsqd5rJ5QOqP6ctSe8P5v90hytStGKi9RZFy28ZBPD7bfSSNKiXSF6sjD+mkvrg+Ux59dkuMb5Ty28wuEYVyYv0LBlOReej+xonKsNX74oWIayZeomWSL8XsdmwOnYpyYXVGFtvNF+pf42BPNnv2OyshujioxqneXBFFm6wEgYlELDrqPy08UpEO4BlR12p87CknBWYcsETgBRAaosPbySODCrvRh9xCuNypZUhG65JIloEu7bPGSRXN2qeBIv18ov+tjfQ3jFAVZDVV1DJudwcjLTzaJ+k9eXfzdgUBDBh1Q6hnbWcY8Lyv2AIJampXt4P2OyvzZ01dUCAAWpcoQZ43fJi1IDpOrv1CdJ4n82tWidec0GmZnsiuCbs4t2K39GaoQOSJ/dkQ7XCrkgHIh1KDRkGW6KZ2o3kIFNdgfQ1Xg5GAdGNc/poTEEdWSOQaupRVMFqpNimqxWGKe3vTL+OZeqIaK6MCK+FIYofFh8bYrR5aYx6onblvLzBRwv1EZSqrUrySIiU5uWtOiRgDhQ4sueJQ/1RX9urGJnGK/orRdBQ+Hct22NB4GNg7/oqLnIo8LHUzfq6zeERpitXatk1q6+fJumkWixs+G+JjsinCvysUl835Uo27Vm98HQ3sI5YuVNOT3cfcUSq5+vD0RK2z/CxUDaOtNvKs8hWLJUw8+gPLrrec8Wnmpt/5UVT3UAf8AW1ASeyY1JpQAAAAASUVORK5CYII=)

**2. Mean Squared Error:**

The formula to calculate a model’s mean squared error is similar to that of its mean absolute error:

![MSE Formula](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHcAAAAqCAMAAAC+9zSRAAAAMFBMVEVMaXEAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACbsZG/AAAAEHRSTlMADHHLvK19ngWLGGBENFIl3KSV3QAAAAlwSFlzAAALEwAACxMBAJqcGAAAAt9JREFUWIXFWIuO6yoMNMaAMa///9srk0dJStPVUZM70q60TZYBz3icFOAChpefh5FraJhDe5o3MCFAwBspzOQzxmINgEt3kUrzNL2ADsDY2+pcfbTTC8EDJAf5LmLAKS9T0TKLf5i3WAZwJckPmRjjYJg5r9ECy09pARsUm6557wA5AAofeYs74tBLpf4LI/bgqwXAxo+8TDbJiuTJupF2/7cVqXzjNJ6hhTVxK8nnOhf7ugqchiY27iS4sV8TDa0A4NIX4rZtsvFWzomVrBsmQn31ko9/CTswK/oirLdwP4mJAuvCJcYY35o0HI6xC8z0t/zanDEsEnXHXobFZmCyM93qGqlqkH7UVueTUlI/JANwXhbKBBCJiK4Tv1iaVNAvTYBJz10JMoYwpY1ezeg8sK+2R62xDFkxFeYFtJMVQ5c3o+hawUHQXxNEQVKqBDXJkhRMQ9KbsONsSz5KvGARLAnqjLS+VVhuyrij+x3BRYBqBdAktbOGxtD47He8xYG8OvzEC+CCKlHU+H3R+lpnMV7TgkTa7j3zXiE5M52NfUtVhdDBEeaNhKQXdePN1t5OhzpfoFz4KuspVdlm83xQ6kWVtx+610B99Qc0Hb+f+khsgWy9bsCshT1BbRW7BiGYxYzHpxpJiVP1572YwzDYlVlSRzWIURXkEOaqcQgxdKbsokySLgKheX98WxpmRX6Vckk2nQVRFfwEgwxMowJ8TDqJTW05Blrf3NiVeYguUbOJRWiXNtFRgAdfplNzmKQUp1BMJFuyF3R2VCZHLWJK7tKdJVQfRlo5/LVVNNM2JTqaPeLg2Fx1s/mLOUs62g3fmkPrFTwfyrAddpxmP0bToU9leGowX4L7NyhaxDo+rGy5doDBO1+UOk7KKDjGSVg/ArqZVybHfYDXpOJmA/VuXpR05jVP8OZPb9q362vlf+H1AbRTkXa0R3ipzl+8bj8vzvTFSC7e942D4ol0/g+/thTtgo6YFwAAAABJRU5ErkJggg==)

Note that while the mean absolute error calculates the average absolute distance between the actual and predicted value, the mean squared error finds the averaged squared distance between actual and predicted values.

**3. Root Mean Squared Error:**

The RMSE of an estimator is calculated by finding the square root of its mean squared error. One advantage of calculating a dataset’s RMSE over its MSE is that the error is returned in the same unit of the variable we are predicting.

**Simple Linear Regression**

**Linear Regression is a fundamental algorithm in machine learning and statistics used for modeling the relationship between a dependent variable (target) and one or more independent variables (features). When there is one independent variable, it is called Simple Linear Regression; when there are multiple independent variables, it is called Multiple Linear Regression.**

Linear regression is a linear approach to modeling the relationship between a dependent and one or more independent variables. This algorithm involves finding a line that best fits the data at hand.

import numpy as np

import pandas as pd

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LinearRegression

from sklearn.metrics import mean\_squared\_error, r2\_score

# Sample Data

data = pd.DataFrame({

'X1': [1, 2, 3, 4, 5],

'X2': [2, 4, 6, 8, 10],

'Y': [1.1, 2.0, 2.9, 4.1, 5.0]

})

# Features and Target

X = data[['X1', 'X2']]

y = data['Y']

# Train-Test Split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

# Model Initialization

model = LinearRegression()

# Train the Model

model.fit(X\_train, y\_train)

# Predictions

y\_pred = model.predict(X\_test)

# Evaluation

mse = mean\_squared\_error(y\_test, y\_pred)

r2 = r2\_score(y\_test, y\_pred)

print(f"Coefficients: {model.coef\_}")

print(f"Intercept: {model.intercept\_}")

print(f"MSE: {mse}")

print(f"R^2: {r2}")

**Concept**

Linear Regression assumes a linear relationship between the dependent variable yyy and the independent variables xxx. The goal is to find the best-fitting line (or hyperplane in higher dimensions) that minimizes the error between the predicted values and the actual values.

The equation of the model is:

y=β0+β1x1+β2x2+…+βnxn+ϵy = \beta\_0 + \beta\_1 x\_1 + \beta\_2 x\_2 + \ldots + \beta\_n x\_n + \epsilony=β0​+β1​x1​+β2​x2​+…+βn​xn​+ϵ

Where:

* yyy: Dependent variable (output/target).
* x1,x2,…,xnx\_1, x\_2, \ldots, x\_nx1​,x2​,…,xn​: Independent variables (features).
* β0\beta\_0β0​: Intercept.
* β1,β2,…,βn\beta\_1, \beta\_2, \ldots, \beta\_nβ1​,β2​,…,βn​: Coefficients (slopes for each feature).
* ϵ\epsilonϵ: Error term (residuals).

**Steps in Linear Regression**

1. **Formulate the Problem**: Identify the dependent and independent variables.
2. **Fit the Model**:
   * Estimate the coefficients (β\betaβ) by minimizing the cost function: Cost Function: J(β)=12m∑i=1m(yi−y^i)2\text{Cost Function: } J(\beta) = \frac{1}{2m} \sum\_{i=1}^m (y\_i - \hat{y}\_i)^2Cost Function: J(β)=2m1​i=1∑m​(yi​−y^​i​)2 Here, y^i=β0+∑j=1nβjxij\hat{y}\_i = \beta\_0 + \sum\_{j=1}^n \beta\_j x\_{ij}y^​i​=β0​+∑j=1n​βj​xij​.
3. **Solve Using Optimization**:
   * In simple cases, coefficients can be derived using the Normal Equation: β=(XTX)−1XTy\beta = (X^T X)^{-1} X^T yβ=(XTX)−1XTy
   * For large datasets, optimization techniques like **Gradient Descent** are used.
4. **Evaluate the Model**:
   * Use metrics such as:
     + **Mean Squared Error (MSE)**: Measures average squared difference between actual and predicted values.
     + **R-squared (R2R^2R2)**: Indicates the proportion of variance explained by the model.
5. **Interpret Results**:
   * Analyze the coefficients to understand the relationship between variables.

**Assumptions of Linear Regression**

1. **Linearity**: The relationship between independent and dependent variables is linear.
2. **Independence**: Observations are independent.
3. **Homoscedasticity**: Constant variance of residuals.
4. **Normality**: Residuals are normally distributed.
5. **No Multicollinearity**: Independent variables should not be highly correlated.

**Advantages**

* Simple and easy to interpret.
* Works well for linearly separable data.
* Computationally efficient.

**Limitations**

* Sensitive to outliers.
* Assumes linear relationships.
* Performance degrades with multicollinearity or non-linearity.

For datasets where the relationship between variables is not linear, techniques like Polynomial Regression or other non-linear models should be used.

---------------------------------------------------------------------------------------------------------

**Machine Learning Classification Models**

We use Classification algorithms to predict a discrete outcome (y) using independent variables (x). The dependent variable, in this case, is always a class or category.

For example, predicting whether a patient is likely to develop heart disease based on their risk factors is a classification problem:
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The table above showcases a classification problem with four independent variables and one dependent variable, heart disease. Since there are only two possible outcomes (Yes and No), this is called a binary classification problem.

**Classification Metrics**

There are many ways to evaluate a classification model. While accuracy is the most used metric, it is not always the most reliable.

Let’s look at some common methods used to evaluate a classification algorithm based on the dataset below:
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**1. Accuracy**: Accuracy can be defined as the fraction of correct predictions made by the machine learning model.

The formula to calculate accuracy is:
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In this case, the accuracy is 46, or 0.67.

**2. Precision**: Precision is a metric used to calculate the quality of positive predictions made by the model. It is defined as:
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The above model has a precision of 24, or 0.5.

**3. Recall**: Recall is used to calculate the quality of negative predictions made by the model. It is defined as:

![Recall Formula](data:image/png;base64,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)

The above model has a recall of 2/2 or 1.

We often use a metric called the F1-Score to find the harmonic mean of a classifier’s precision and recall. Simply put, the F1-Score combines precision and recall into a single metric by computing their average.

**Logistic Regression**

Logistic Regression is a statistical method used for binary classification problems, where the target variable has two possible outcomes (e.g., 0 or 1, True or False). Despite its name, logistic regression is a classification algorithm, not a regression algorithm. It predicts the probability of a binary outcome using a sigmoid function.

Concept

The logistic regression model estimates the probability of the dependent variable yy being 1 given the independent variables XX. The equation is modeled as:

P(y=1∣X)=11+e−(β0+β1x1+β2x2+…+βnxn)P(y=1|X) = \frac{1}{1 + e^{-(\beta\_0 + \beta\_1 x\_1 + \beta\_2 x\_2 + \ldots + \beta\_n x\_n)}}

Where:

* P(y=1∣X)P(y=1|X): Probability of the target being 1.
* β0\beta\_0: Intercept.
* β1,β2,…,βn\beta\_1, \beta\_2, \ldots, \beta\_n: Coefficients for each feature.
* ee: Exponential function.

The model predicts the probability, and the final classification is determined using a threshold (e.g., 0.5). If P(y=1∣X)≥0.5P(y=1|X) \geq 0.5, predict y=1y=1; otherwise, predict y=0y=0.

Steps in Logistic Regression

1. Formulate the Problem:
   * Identify the target variable (binary) and the independent variables (features).
2. Fit the Model:
   * Logistic Regression uses the Maximum Likelihood Estimation (MLE) to estimate coefficients (β\beta).
   * The cost function to optimize is the Log-Loss (Cross-Entropy Loss): J(β)=−1m∑i=1m[yilog⁡(y^i)+(1−yi)log⁡(1−y^i)]J(\beta) = -\frac{1}{m} \sum\_{i=1}^m \left[ y\_i \log(\hat{y}\_i) + (1 - y\_i) \log(1 - \hat{y}\_i) \right] Where y^i=P(y=1∣Xi)\hat{y}\_i = P(y=1|X\_i) is the predicted probability.
3. Optimize:
   * Gradient Descent or advanced optimization algorithms (e.g., L-BFGS) are used to minimize the cost function.
4. Evaluate the Model:
   * Metrics for classification include:
     + Accuracy: Correct PredictionsTotal Predictions\frac{\text{Correct Predictions}}{\text{Total Predictions}}
     + Precision: True PositivesTrue Positives + False Positives\frac{\text{True Positives}}{\text{True Positives + False Positives}}
     + Recall: True PositivesTrue Positives + False Negatives\frac{\text{True Positives}}{\text{True Positives + False Negatives}}
     + F1-Score: Harmonic mean of precision and recall.
     + AUC-ROC Curve: Measures the trade-off between true positive rate and false positive rate.

Assumptions of Logistic Regression

1. Binary Outcome: The target variable should be binary (can be extended to multi-class problems using softmax or one-vs-rest strategies).
2. Independent Observations: Observations should be independent of each other.
3. Linearity of Log-Odds: The independent variables should have a linear relationship with the log-odds.
4. No Multicollinearity: Independent variables should not be highly correlated.
5. Large Sample Size: Helps improve the reliability of maximum likelihood estimates.

Implementation in Python

Here’s an example of Logistic Regression using the scikit-learn library:

import numpy as np

import pandas as pd

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LogisticRegression

from sklearn.metrics import accuracy\_score, confusion\_matrix, classification\_report

# Sample Data

data = pd.DataFrame({

'Feature1': [1, 2, 3, 4, 5],

'Feature2': [2, 4, 6, 8, 10],

'Target': [0, 0, 1, 1, 1]

})

# Features and Target

X = data[['Feature1', 'Feature2']]

y = data['Target']

# Train-Test Split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

# Model Initialization

model = LogisticRegression()

# Train the Model

model.fit(X\_train, y\_train)

# Predictions

y\_pred = model.predict(X\_test)

# Evaluation

accuracy = accuracy\_score(y\_test, y\_pred)

conf\_matrix = confusion\_matrix(y\_test, y\_pred)

class\_report = classification\_report(y\_test, y\_pred)

print(f"Accuracy: {accuracy}")

print("Confusion Matrix:")

print(conf\_matrix)

print("Classification Report:")

print(class\_report)

Advantages

1. Simple and easy to implement.
2. Efficient for binary classification problems.
3. Outputs probabilities, useful for decision-making.

Limitations

1. Assumes linearity of log-odds, which may not hold for all datasets.
2. Sensitive to outliers.
3. May struggle with complex relationships between features and the target variable.

For more complex problems, consider other classifiers like Decision Trees, Random Forests, or Neural Networks.

Logistic regression is a simple classification model that predicts the probability of an event taking place.

unlike the linear regression algorithm, logistic regression is modeled with an S-shaped curve. This is known as the logistic function and has the following formula:

![Logistic Function Formula](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGwAAAAjCAMAAABGth9GAAAAKlBMVEVMaXEAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABqfk8+AAAADnRSTlMAjJFbHEMOfaptyS22mj7VHfoAAAAJcEhZcwAACxMAAAsTAQCanBgAAAH1SURBVEiJvVZZluIwDJSt1dv9rztPckLCDNAD7VAfJgGS0loSwFoIfA9cgw27Co1CV9FQ8bPZvLMEjS9g4RbONPWzJJyu1Uu4FLkfZENp+tbTMgbRUqblaMADhIgTEUEXqJ4psr6MyxrAiMuhoAVYNZlqaQbNS0SQ6qow2gDgKAgwBGPew8gDNDkXQJ7G/BpUFXEzHBU7tp1MMquHlkFyxyVkWM/MInQUiDjvUrQgwy9phzUQvaKPHkEKzt59H/ItGwGA0vButz0HjQ8sV9Is2r2cd/9wHFjts2joGM7Z8BiYlqDEDHLxeaVlmJegAEBynh496Wh4YP30s3FO2V3MlusBuGTmVylbCbKRbRvnK8EjsoAFiTDEes4DqeWnJ+19mejzzstBt+ynCqD2OoqYx1np5VZNj0GxE/A20UqHm7hhaj9x+RN3Y+VJn5Ciyo1MR4l4SY0vN7b/EfAXZLSrMnWR+GWSGc99JMr9LTwnw0xbWHV46DDn0XNO0EFcLoAxPj4mO1ULOnGOSyuQourCs2YQSx43MP2QzBzVj/mGmhh1Wq5FesOdjAZkBvCV787Sd8iIiFr3cy7C9TSHCs6da6vG0rzLOFrtM7K/csZzJ73/s7fub/C0QJysrdu13f5sPeb5v2SceLbTVThXI8jVEv7h+/8AXvkOOOT8C7kAAAAASUVORK5CYII=)

While the linear function does not have an upper and lower bound, the logistic function ranges between 0 and 1. The model predicts a probability that ranges from 0 to 1, which determines the class that the data point belongs to.

In this spam email example, if the text contains little to no suspicious keywords, then the probability of it being spam will be low and close to 0. On the other hand, an email with many suspicious keywords will have a high probability of being spam, close to 1.

For binary classification problems like the above, the default threshold of a logistic regression model is 0.5, which means that data points with a higher probability than 0.5 will automatically be assigned a label of 1. This threshold value can be manually changed depending on your use case to achieve better results.

Now, recall that in linear regression, we found the line of best fit by minimizing the sum of squared error between the predicted and true values. In logistic regression, however, the coefficients are estimated using a technique called maximum likelihood estimation instead of least squares.

---------------------------------------------------------------------------------------------------------

**K-Nearest Neighbors**

KNN is a classification algorithm that classifies a data point based on what group the data points nearest to it belong to.

The K-Nearest Neighbors algorithm works like this:

* **Step 1**: The model first stores all the training data.
* **Step 2:** Then, it calculates the distance from the new data point to all points in the dataset.
* **Step 3**: The model sorts these data points based on their distance to the new data point.
* **Step 4**: The new data point is assigned to the class of its nearest neighbors depending on the value of “k.”

The **K-Nearest Neighbors (KNN)** algorithm is a simple and versatile supervised learning algorithm used for both classification and regression tasks. It works by finding the KK nearest data points (neighbors) to a given query point and making predictions based on the majority class (for classification) or the average value (for regression) of these neighbors.

**How KNN Works**

1. **Choose KK**: Decide the number of neighbors (KK) to consider.
2. **Calculate Distance**: Compute the distance between the query point and all points in the dataset using a distance metric like:
   * **Euclidean Distance**: d=∑i=1n(xi−yi)2d = \sqrt{\sum\_{i=1}^n (x\_i - y\_i)^2}
   * **Manhattan Distance**: d=∑i=1n∣xi−yi∣d = \sum\_{i=1}^n |x\_i - y\_i|
   * Other metrics: Minkowski, Hamming, Cosine, etc.
3. **Identify Neighbors**: Select the KK data points closest to the query point.
4. **Predict the Output**:
   * **For Classification**: Use majority voting among the neighbors.
   * **For Regression**: Take the average (or weighted average) of the neighbors' values.

**Steps in KNN Algorithm**

1. **Prepare the Data**:
   * Ensure the dataset is properly scaled because KNN is sensitive to the scale of features (e.g., use MinMaxScaler or StandardScaler).
2. **Choose KK**:
   * KK is usually an odd number for binary classification to avoid ties.
   * Use techniques like cross-validation to determine the optimal KK.
3. **Compute Distances**:
   * For each test point, calculate the distance to all training points.
4. **Make Predictions**:
   * Sort the distances, pick the top KK nearest neighbors, and predict based on their values.
5. **Evaluate the Model**:
   * Use metrics like accuracy, precision, recall, and F1-score for classification.
   * Use Mean Squared Error (MSE) or Mean Absolute Error (MAE) for regression.

**Implementation in Python**

Here’s an example of KNN for classification using the scikit-learn library:

import numpy as np

import pandas as pd

from sklearn.model\_selection import train\_test\_split

from sklearn.neighbors import KNeighborsClassifier

from sklearn.metrics import accuracy\_score, confusion\_matrix, classification\_report

# Sample Dataset

data = pd.DataFrame({

'Feature1': [1, 2, 3, 6, 7, 8],

'Feature2': [2, 3, 4, 5, 6, 7],

'Target': [0, 0, 0, 1, 1, 1]

})

# Features and Target

X = data[['Feature1', 'Feature2']]

y = data['Target']

# Train-Test Split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

# Initialize KNN with K=3

knn = KNeighborsClassifier(n\_neighbors=3)

# Train the Model

knn.fit(X\_train, y\_train)

# Predictions

y\_pred = knn.predict(X\_test)

# Evaluation

accuracy = accuracy\_score(y\_test, y\_pred)

conf\_matrix = confusion\_matrix(y\_test, y\_pred)

class\_report = classification\_report(y\_test, y\_pred)

print(f"Accuracy: {accuracy}")

print("Confusion Matrix:")

print(conf\_matrix)

print("Classification Report:")

print(class\_report)

**Advantages**

1. Simple to understand and implement.
2. No assumptions about data distribution.
3. Effective for small datasets and problems with well-separated classes.

**Limitations**

1. **Computational Cost**: Can be slow for large datasets as it requires computing distances for all points.
2. **Storage**: Needs to store the entire training dataset.
3. **Curse of Dimensionality**: Performance degrades with high-dimensional data.
4. **Sensitive to Noise**: Outliers can affect predictions.

**Tips for Using KNN**

1. **Scale Features**: Always scale features to avoid dominance of variables with larger scales.
2. **Optimize KK**: Use cross-validation to find the best KK. Too small a KK can lead to overfitting, while too large a KK can lead to underfitting.
3. **Dimensionality Reduction**: Use techniques like PCA to reduce dimensions if the dataset is high-dimensional.

KNN is a simple and effective algorithm for many problems, but its efficiency can be improved using techniques like KD-trees or Ball-trees for faster neighbor searches.

---------------------------------------------------------------------------------------------------------

**Machine Learning Tree-Based Models**

Tree-based models are supervised machine learning algorithms that construct a tree-like structure to make predictions. They can be used for both classification and regression problems.

**Decision Trees**

A decision tree is the simplest tree-based machine learning algorithm. This model allows us to continuously split the dataset based on specific parameters until a final decision is made.

The decision tree will choose a variable to split on first based on a metric called entropy. It will stop splitting when a “pure split” is obtained, i.e., when all the data points belong to a single class.

There are many ways to build a decision tree. The tree needs to find a feature to split on first, second, third, etc. This structure is created based on a metric called information gain. The best possible decision tree is one with the highest information gain.

**Random Forests**

The [**random forest**](https://www.datacamp.com/tutorial/random-forests-classifier-python) model is a tree-based algorithm that helps us mitigate some of the problems that arise when using decision trees, one of which is overfitting. Random forests are created by combining the predictions made by multiple decision tree models and returning a single output.

It does this in two steps:

* **Step 1**: First, the rows and variables of the dataset are randomly sampled with replacement. Multiple decision trees are then created and trained on each data sample.
* **Step 2**: Next, the predictions made by all these decision trees are combined to come up with a single output. For instance, if 3 separate decision trees were trained and 2 of them predicted “Yes” while 1 predicted “No,” then the final outcome of the random forest algorithm would be “Yes.”