Research Proposal

## Background

Diabetes mellitus is a metabolic disorder affecting more than 24 million people in the United States (1). This disorder ultimately manifests as chronic hyperglycemia and a number of potential comorbidities, including depression, cardiovascular disease, and cancer (2–5). Continuous glucose monitoring technology provides real-time measurement of glucose and is a powerful tool to help manage glucose levels and improve outcomes for people with diabetes (6–8). Individuals wearing continuous glucose monitoring technology can be alerted if they are approaching hyperglycemic (blood glucose >180 mg/dL) or hypoglycemic (blood glucose < 70 mg/dL) thresholds or if the rate of change in blood glucose levels is fast (8).

Machine learning methods have been used with continuous glucose monitoring devices to produce models that can forecast potential future adverse glycemic events and warn before those events occurs (9–13). With the advent of wearable activity tracker technology, there is an opportunity to improve the predictions of these models by incorporating data on activity levels(14,15). However, the majority of research to date has been done on continuous glucose monitoring in people with Type 1 Diabetes, in part because accurate forecasting of blood glucose levels requires a large amount of data and most of the publicly available datasets have been compiled from people with Type 1 Diabetes (16,17). Additionally, these datasets often contain a relatively small number of individuals, which makes it difficult to train models that can generalize to a larger population (18,19).

Blood glucose dynamics vary within individuals with both types of diabetes and make it difficult to predict blood glucose levels for some individuals (20). This heterogeneity is mediated by both modifiable and unmodifiable factors, such as behavioral health (*e.g.* smoking, diet, exercise), genetics, clinical characteristics and environmental exposures (21). We aim to produce more accurate forecasts of blood glucose levels in individuals with Type 2 Diabetes by coupling wearable activity monitor data with blood glucose levels. In this study, we will also evaluate patient-level factors that may limit the predictive accuracy of these models.

## Study Design

This study will use data from individuals in the AI-READI dataset, including individuals with and without Type 2 Diabetes. Individuals without diabetes will be included as a comparison group to provide a baseline of what model predictive accuracy looks like for individuals who do not have to externally control their blood glucose levels.

We will be forecasting blood glucose levels using Recurrent Neural Nets (RNN) and evaluating how predictive accuracy decays as the forecasting horizon decreases, with the goal of accurately predicting adverse glycemic events in the future. To help improve the accuracy of these forecasts we will include both time-varying and non-time-varying covariates in the models. The time-varying covariates will include data captured by the wearable activity trackers: heart rate, physical activity, respiratory rate, stress, and sleep data. We will also include data from the home environment sensor: light levels, particulate matter, temperature, humidity, volatile organic compound, nitrogen oxide. Other non-time-varying covariates will include physical attributes (age, weight, and height), behavioral attributes (responses to the dietary questionnaire, substance use questionnaire, and the diabetes survey), general health (responses from the general health questionnaire).

To evaluate model performance, we will evaluate model accuracy over progressively longer forecasting horizons starting at 15 minutes and increasing up to 8 hours. We will forecast both binary outcomes (hyperglycemic events and hypoglycemic events) as well as continuous outcomes (blood glucose concentrations). Model performance will be evaluated with standard evaluation metrics for both continuous and binary outcomes. Finally, we will evaluate model performance among different groups of individuals within the data as a way to generate additional hypotheses about what factors may contribute to the difficult in forecasting blood glucose levels. These factors will include disease severity, sex, and social determinants of health, such as education and health insurance coverage.
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