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# Chapter 1 Introduction and Background Research

## 1.1 Introduction

Reinforcement learning is a machine learning paradigm in which there is an agent interacting within an environment. The agent learns about the environment over time as it continues to take actions within this environment and then assesses the outcome of these actions based on a reward signal sent from the environment.

Simulated homing is where we use visualisation software in order to simulate the navigation of a robot from some arbitrary starting position to a target destination.

This project will explore the implementation and modification of a deep q network to solve the problem of navigating a robot in an environment to a target destination particularly when the home is hidden.

## 1.2 Machine Learning

<This section heading is purely a suggestion -- you should subdivide this chapter in whatever manner you think makes most sense for your project. It may also make sense to spread the `Background Research' over more than one chapter, in which case they should be named sensibly.>

### 1.2.1 Neural networks

### 1.2.2 Convolutional Neural Networks

## 1.3 Reinforcement Learning

### 1.3.1 SARSA

### 1.3.2 Q learning

### 1.3.2 Exploration vs Exploitation

## 1.4 Deep Q Networks

## 1.4 Related work

# Chapter 2 Methods

Due to the nature of reinforcement learning a models efficacy can only be determined once the model has been trained a sufficient amount of times within the environment. This means any changes made to the model require the agent to be retrained in the environment which is time costly. To maximise the chance of success, reinforcement learning techniques which have been successfully implemented for other applications will be used at first before suggesting further improvements to the model to better fit the intended use case. Models in this section were not trained fully either due to slow or no convergence to an optimal solution.

~~However due to the nature of reinforcement learning we know that given any policy and enough iteration we will eventually converge to some solution I think I read this somewhere.~~

## 2.1 **Environment**

The environment was constructed in gazebo using the building editor and the target was made using the model editor provided. Targets are dynamically added and removed using the gazebo messaging service.

### 2.1.1 State input

#### 2.1.1.1 Image input

Initially the input used for the DQN was a 640x480 BGR image that came from the camera mounted on the turtlebot3 waffle\_pi. However this input was too large to run effectively on the hardware available so this was reduced to an 84x84 image and then converted to greyscale reducing the dimensionality to one simplifying the input which would reduce computation time. This reduces the amount of information the agent has to learn about which may have improved the model however the reduction in computation time was preferred as the agent could not respond to environment changes effectively The input was further modified to convert the target pixels to 255 changing the colour to white which increases the contrast between other objects and the target.

#### 2.1.1.2 Lidar Input

The turtlebot3 waffle\_pi also includes lidar data which gives distance information by firing lasers and measuring the time it takes for the laser to return to the robot. The system can measure surfaces up to 3m away in the simulation and returns np.inf for values further than that. To match the image input size the number of lasers used was 84. The array was then appended to the 84x84 image matrix to form an 85x84 matrix which is converted to a tensor before being given to the DQN.

### 2.1.2 Terminal States

At first only one terminal state was used which was when the agent successfully found the target. However this lead to the agent spending a lot of training time exploring states that were unsatisfactory such as colliding with objects and getting stuck at walls. To combat thiis collisions were set to be a terminal state which would encourage the agent to not approach states that would cause it to collide with objects as this would result in a bad episode.

The training loop was updated to only consider positive terminal states as episodes as we want to train the agent for a certain number of successful episodes not just episodes as a whole as the agent may collide a different amount of times every time it is trained meaning to replication of results would be difficult as total number of episodes would vary.

|  |  |  |
| --- | --- | --- |
| **Heading One** | **Heading Two** | **Heading Three** |
| 1.1 | 1.2 | 1.3 |
| 1.21 | 1.22 | 12.3 |
| 12.31 | 12.32 | 12.33 |

It was also considered to not have collisions as a terminal state but rather assign a negative value and reset the robot to its initial position however this caused the agent to learn that if it is in an unsatisfactory state it can reset its position by crashing which is unwanted behaviour.

**Table 2.1** This is the table description in the ‘table description’ style.

### 2.1.3 Reward Systems

The reward system is a part of the environment system. The reward function receives an action taken by the agent and returns information about how good that action was as well as the next state and if that state is terminal. Therefore it is important to choose a reward system that will allow for optimal learning and generalisation of the environment.

Another factor to note is that the gamma factor used for training the agent will affect how successful a reward system will be as this parameter controls how much the agent seeks future reward. Generally values are set between 0.9-0.99.

#### 2.1.3.1 Simple Reward System

This reward system is where we set every action taken by the agent to be a value of -1. Successful terminal states will have values of +100 and -100 for unsuccessful states. This reward system works because as the agent explores the environment it updates the models estimated value of that state with the reward returned with that state as well as a certain number of successive states depending on the gamma value set. This means that states that lead up to the target state will be classed as better than states that lead up to an unsuccessful state.

#### 2.1.3.2 Dynamic Reward System

This reward system had been previously used for similar tasks but using only laser sensory data and was shown to be effective. This is where the reward returned to the agent is calculated based on the distance and angle to the target square. This model was able to train effectively in a simple 4x4 room however when moving to more complex environments the model started to act inappropriately especially when the target was out of sight. This makes sense as when the target is out of sight states will have varying rewards based on the location of the target and the robot. The rewards for a given state were therefore not consistent and the agent was unable to learn an appropriate model.

#### 2.1.3.3 **In Sight** Reward System

To combat the shortcomings of the dynamic reward system whilst also taking its strengths the system was modified so that if the image state contained the target the dynamic reward system is used and the reward is calculated based on distance and angle. However if the target is not within sight of the agent then a reward of -1 is returned. This keeps the reward system consistent as only images with the target have varying rewards and the rewards correspond to the state returned. All other states are equally bad and so the agent learns to find the states where it can see the target and then learn to approach the target.

#### 2.1.3.4 Maximising Distance Reward System

Taking this further another condition was added to the reward system where if the agent was maximising the distance in front of the robot i.e. the distance in front of the robot was greater than the distances returned by the other lasers the reward returned was -0.75 and any state where the agent is not maximising the distance returned -1 unless the target was in sight in which case the dynamic reward system was used. This implementation allowed for the agent to explore the environment more effectively when the target was not in sight.

## 2.2 **DQN**

### 2.2.1 DQN Design

The DQN was implemented using PyTorch

### 2.2.1 Episodic decay

Episodic decay is where the value of epsilon decreases with every successful episode the agent manages to complete in the environment. The epsilon value for an episode is calculated using np.linspace which returns an evenly spaced sequence of numbers starting at the models initial epsilon value and ending at the models final epsilon value. The length of the returned array is equal to the number of training episodes. The success of this strategy therefore depends on the values set for the initial and final epsilon as well as the number of training episodes as the interval between epsilon decrements will affect how quickly the model learns.

This epsilon strategy has been used and shown to work…. This makes sense as the more the agent finds the target the more successful experience the agent has learnt about the environment and thus we should be able to rely on the trained model to help the agent explore more successful states.

### 2.2.2 Episodic and Action based decay

Action based decay is where the value of epsilon for an episode decays by a discount factor for every action the agent takes in the environment. This means that as the agent takes an action in the environment it will start to make less random actions. This should reduce the number of redundant states the agent has to explore as this will allow for a large initial epsilon to be used letting the agent explore a lot of states early on but then exploiting the information learnt a lot sooner. This means that the agent gets to explore the environment for a given episode before it starts to exploit the information learnt from that as well as previous episodes.

### 2.2.3 Reward based epsilon

Reward based epsilon is where the value of epsilon for a given action is set based on the ratio between the current episode reward and the previous episode reward. This method worked better for more complex reward systems as for some episodes in simpler reward systems the previous episode reward would be positive due to the agent finding the target very quickly whilst the current episode reward would always be negative until the agent found the target. This then caused the epsilon value at the start of the episode to be set to the models final epsilon value and increase randomness as the agent took more actions rather than starting at the value set by the episodic decay array and decreasing randomness as the agent took more actions and then increasing randomness once the agent exceeded the previous episode reward. In more complex reward systems the rewards were lower meaning the episode rewards never exceeded 0 allowing for the epsilon strategy to work effectively.

Figures can be added using the Illustrations section of the Insert tab.

## 2.4 Generalisation methods

### 2.4.1 Randomising target location

### 2.4.2 Randomising robot location

# Chapter 3 Results

<Results, evaluation (including user evaluation) *etc*. should be described in one or more chapters. See the `Results and Discussion' criterion in the mark scheme for the sorts of material that may be included here.>

## 3.1 Training Results

### 3.1.1 4x4 Room

### 3.1.2 10x10 Room with partitions

## 3.2 Generalisation and Consistency

### 3.2.1 One successful model

### 3.2.1 **A more** successful model

# Chapter 4 Discussion

<Everything that comes under the `Results and Discussion' criterion in the mark scheme that has not been addressed in an earlier chapter should be included in this final chapter. The following section headings are suggestions only.>

## 4.1 Conclusions

<Text in 11-point size and 1.5 line spacing.>

## 4.2 Ideas for future work

<Text in 11-point size and 1.5 line spacing.>

### 4.2.1 Input data and computing resources

### 4.2.2 Machine learning methods
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## A.1 Critical self-evaluation

## A.2 Personal reﬂection and lessons learned

## A.3 Legal, social, ethical and professional issues
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### A.3.1 Legal issues
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### A.3.2 Social issues
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