library(tidyverse)  
library(caret)  
library(lubridate)

# Load data

df0=read\_csv("C:\\Users\\Arnold\\OneDrive\\R\_Python\_working\_directory\\Loan\_payments\_data.csv")

# Look at the structure

str(df0)

## Classes 'spec\_tbl\_df', 'tbl\_df', 'tbl' and 'data.frame': 500 obs. of 11 variables:  
## $ Loan\_ID : chr "xqd20166231" "xqd20168902" "xqd20160003" "xqd20160004" ...  
## $ loan\_status : chr "PAIDOFF" "PAIDOFF" "PAIDOFF" "PAIDOFF" ...  
## $ Principal : num 1000 1000 1000 1000 1000 300 1000 1000 1000 800 ...  
## $ terms : num 30 30 30 15 30 7 30 30 30 15 ...  
## $ effective\_date: chr "9/8/2016" "9/8/2016" "9/8/2016" "9/8/2016" ...  
## $ due\_date : chr "10/7/2016" "10/7/2016" "10/7/2016" "9/22/2016" ...  
## $ paid\_off\_time : chr "9/14/2016 19:31" "10/7/2016 9:00" "9/25/2016 16:58" "9/22/2016 20:00" ...  
## $ past\_due\_days : num NA NA NA NA NA NA NA NA NA NA ...  
## $ age : num 45 50 33 27 28 35 29 36 28 26 ...  
## $ education : chr "High School or Below" "Bechalor" "Bechalor" "college" ...  
## $ Gender : chr "male" "female" "female" "male" ...  
## - attr(\*, "spec")=  
## .. cols(  
## .. Loan\_ID = col\_character(),  
## .. loan\_status = col\_character(),  
## .. Principal = col\_double(),  
## .. terms = col\_double(),  
## .. effective\_date = col\_character(),  
## .. due\_date = col\_character(),  
## .. paid\_off\_time = col\_character(),  
## .. past\_due\_days = col\_double(),  
## .. age = col\_double(),  
## .. education = col\_character(),  
## .. Gender = col\_character()  
## .. )

# Drop columns I won’t use

df=df0 %>% select(-Loan\_ID,-effective\_date,-loan\_status,-past\_due\_days)  
str(df)

## Classes 'spec\_tbl\_df', 'tbl\_df', 'tbl' and 'data.frame': 500 obs. of 7 variables:  
## $ Principal : num 1000 1000 1000 1000 1000 300 1000 1000 1000 800 ...  
## $ terms : num 30 30 30 15 30 7 30 30 30 15 ...  
## $ due\_date : chr "10/7/2016" "10/7/2016" "10/7/2016" "9/22/2016" ...  
## $ paid\_off\_time: chr "9/14/2016 19:31" "10/7/2016 9:00" "9/25/2016 16:58" "9/22/2016 20:00" ...  
## $ age : num 45 50 33 27 28 35 29 36 28 26 ...  
## $ education : chr "High School or Below" "Bechalor" "Bechalor" "college" ...  
## $ Gender : chr "male" "female" "female" "male" ...  
## - attr(\*, "spec")=  
## .. cols(  
## .. Loan\_ID = col\_character(),  
## .. loan\_status = col\_character(),  
## .. Principal = col\_double(),  
## .. terms = col\_double(),  
## .. effective\_date = col\_character(),  
## .. due\_date = col\_character(),  
## .. paid\_off\_time = col\_character(),  
## .. past\_due\_days = col\_double(),  
## .. age = col\_double(),  
## .. education = col\_character(),  
## .. Gender = col\_character()  
## .. )

# Get data in shape

df = df %>% mutate(Principal=ordered(Principal),due\_date=mdy(due\_date),terms=ordered(  
terms),paid\_date=date(mdy\_hm(paid\_off\_time)),education=factor(education,ordered =  
T,levels = c("High School or Below","college","Bechalor","Master or Above")),  
Gender=factor(Gender)) %>% mutate(paid\_on\_time=factor(ifelse(paid\_date>due\_date | is.na(  
paid\_date),'N',"Y"))) %>% select(-due\_date,-paid\_date,-paid\_off\_time)

# Look at summary

summary(df)

## Principal terms age education   
## 300 : 6 7 : 21 Min. :18.00 High School or Below:209   
## 500 : 3 15:207 1st Qu.:27.00 college :220   
## 700 : 1 30:272 Median :30.00 Bechalor : 67   
## 800 :111 Mean :31.12 Master or Above : 4   
## 900 : 2 3rd Qu.:35.00   
## 1000:377 Max. :51.00   
## Gender paid\_on\_time  
## female: 77 N:201   
## male :423 Y:299   
##   
##   
##   
##

# It makes more sense to cut age into 10 years intervals

df=df %>% mutate(age=cut(age,breaks = c(1:4,5.2)\*10))

# Get row numbers for training data

trnidx=createDataPartition(df$paid\_on\_time,p = .7,list = F)  
trndf=df[trnidx,]  
ttdf=df[-trnidx,]

# Classification model to predict whether a person will pay on time or not.

## Naive Bayes model

f=formula(paid\_on\_time~.)  
tg=expand.grid(laplace=0:3,usekernel=c(T,F),adjust=1:3)  
ctr=trainControl(method = 'cv',number = 10)  
(nb=train(form=f,data=trndf,tuneGrid=tg,method='naive\_bayes'))

## Naive Bayes   
##   
## 351 samples  
## 5 predictor  
## 2 classes: 'N', 'Y'   
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 351, 351, 351, 351, 351, 351, ...   
## Resampling results across tuning parameters:  
##   
## laplace usekernel adjust Accuracy Kappa   
## 0 FALSE 1 0.5349528 0.08807129  
## 0 FALSE 2 0.5349528 0.08807129  
## 0 FALSE 3 0.5349528 0.08807129  
## 0 TRUE 1 0.5398972 0.04173839  
## 0 TRUE 2 0.5398972 0.04173839  
## 0 TRUE 3 0.5398972 0.04173839  
## 1 FALSE 1 0.5349528 0.08807129  
## 1 FALSE 2 0.5349528 0.08807129  
## 1 FALSE 3 0.5349528 0.08807129  
## 1 TRUE 1 0.5398972 0.04173839  
## 1 TRUE 2 0.5398972 0.04173839  
## 1 TRUE 3 0.5398972 0.04173839  
## 2 FALSE 1 0.5349528 0.08807129  
## 2 FALSE 2 0.5349528 0.08807129  
## 2 FALSE 3 0.5349528 0.08807129  
## 2 TRUE 1 0.5398972 0.04173839  
## 2 TRUE 2 0.5398972 0.04173839  
## 2 TRUE 3 0.5398972 0.04173839  
## 3 FALSE 1 0.5349528 0.08807129  
## 3 FALSE 2 0.5349528 0.08807129  
## 3 FALSE 3 0.5349528 0.08807129  
## 3 TRUE 1 0.5398972 0.04173839  
## 3 TRUE 2 0.5398972 0.04173839  
## 3 TRUE 3 0.5398972 0.04173839  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were laplace = 0, usekernel = TRUE  
## and adjust = 1.

report=data.frame(Model='Naive Bayes','Test Accuracy'=postResample(pred = predict(  
nb,ttdf),obs = ttdf$paid\_on\_time)[[1]])

## Random Forest model

(rf=train(form=f,data=trndf,tuneLength=5,method='rf'))

## Random Forest   
##   
## 351 samples  
## 5 predictor  
## 2 classes: 'N', 'Y'   
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 351, 351, 351, 351, 351, 351, ...   
## Resampling results across tuning parameters:  
##   
## mtry Accuracy Kappa   
## 2 0.5715284 0.03129396  
## 5 0.5347346 0.02167812  
## 8 0.5362160 0.03670507  
## 11 0.5344969 0.03210383  
## 14 0.5362947 0.03864316  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was mtry = 2.

report=rbind(report,data.frame(Model='Random Forest','Test Accuracy'=postResample(pred =  
predict(rf,ttdf),obs = ttdf$paid\_on\_time)[[1]]))

## Kernal SVM model

(svm=train(form=f,data=trndf,tuneGrid=expand.grid(C=seq(0.001,2.5,length.out = 5),  
sigma=seq(0,1,length.out = 5)),method='svmRadial'))

## Support Vector Machines with Radial Basis Function Kernel   
##   
## 351 samples  
## 5 predictor  
## 2 classes: 'N', 'Y'   
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 351, 351, 351, 351, 351, 351, ...   
## Resampling results across tuning parameters:  
##   
## C sigma Accuracy Kappa   
## 0.00100 0.00 0.6023388 0.00000000  
## 0.00100 0.25 0.6023388 0.00000000  
## 0.00100 0.50 0.6023388 0.00000000  
## 0.00100 0.75 0.6023388 0.00000000  
## 0.00100 1.00 0.6023388 0.00000000  
## 0.62575 0.00 0.6023388 0.00000000  
## 0.62575 0.25 0.5565033 0.02703921  
## 0.62575 0.50 0.5546694 0.02803827  
## 0.62575 0.75 0.5541802 0.02869712  
## 0.62575 1.00 0.5532779 0.02752703  
## 1.25050 0.00 0.6023388 0.00000000  
## 1.25050 0.25 0.5494909 0.02247418  
## 1.25050 0.50 0.5504347 0.02409250  
## 1.25050 0.75 0.5504347 0.02409250  
## 1.25050 1.00 0.5504347 0.02409250  
## 1.87525 0.00 0.6023388 0.00000000  
## 1.87525 0.25 0.5482107 0.02079658  
## 1.87525 0.50 0.5504347 0.02409250  
## 1.87525 0.75 0.5504347 0.02409250  
## 1.87525 1.00 0.5504347 0.02409250  
## 2.50000 0.00 0.6023388 0.00000000  
## 2.50000 0.25 0.5482107 0.02079658  
## 2.50000 0.50 0.5504347 0.02409250  
## 2.50000 0.75 0.5504347 0.02409250  
## 2.50000 1.00 0.5504347 0.02409250  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were sigma = 1 and C = 0.001.

report=rbind(report,data.frame(Model='Kernal SVM','Test Accuracy'=postResample(pred =  
predict(svm,ttdf),obs = ttdf$paid\_on\_time)[[1]]))

# Look at the proportion of people pay on time and not on time

ttdf %>% group\_by(paid\_on\_time) %>% tally() %>% mutate(p=n/sum(n))

## # A tibble: 2 x 3  
## paid\_on\_time n p  
## <fct> <int> <dbl>  
## 1 N 60 0.403  
## 2 Y 89 0.597

# Model comparison

report

## Model Test.Accuracy  
## 1 Naive Bayes 0.5033557  
## 2 Random Forest 0.5704698  
## 3 Kernal SVM 0.5973154

# K means clustering

kmdf=df0 %>% mutate(education=ordered(education,levels=c("High School or Below",  
"college","Bechalor","Master or Above")) %>% as.numeric()) %>% select(  
Principal,terms,age,education)  
pp = preProcess(kmdf, method = c("center", "scale"))  
kmdf=predict(pp,kmdf)  
tss=c()  
km=c()  
for (i in 2:8){  
 mod=kmeans(kmdf,i)  
 km = c(km,mod)  
 tss= c(tss,mod$totss)  
}  
data.frame(k=2:8,tss) %>% ggplot(aes(k,tss)) + geom\_line() + ylab('Total Sum of Square')

![](data:image/png;base64,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)

# Association rules minning

library(arules)  
rules = apriori(df, parameter = list(supp = 0.01, conf = 0.6),appearance = list(  
 rhs="paid\_on\_time=N")) %>% sort(by="confidence", decreasing=TRUE)

## Apriori  
##   
## Parameter specification:  
## confidence minval smax arem aval originalSupport maxtime support minlen  
## 0.6 0.1 1 none FALSE TRUE 5 0.01 1  
## maxlen target ext  
## 10 rules FALSE  
##   
## Algorithmic control:  
## filter tree heap memopt load sort verbose  
## 0.1 TRUE TRUE FALSE TRUE 2 TRUE  
##   
## Absolute minimum support count: 5   
##   
## set item appearances ...[1 item(s)] done [0.00s].  
## set transactions ...[21 item(s), 500 transaction(s)] done [0.00s].  
## sorting and recoding items ... [17 item(s)] done [0.00s].  
## creating transaction tree ... done [0.00s].  
## checking subsets of size 1 2 3 4 5 6 done [0.00s].  
## writing ... [6 rule(s)] done [0.00s].  
## creating S4 object ... done [0.00s].

inspect(rules)

## lhs rhs support confidence lift count  
## [1] {terms=30,   
## age=(20,30],   
## education=Bechalor} => {paid\_on\_time=N} 0.014 0.6363636 1.582994 7  
## [2] {Principal=1000,   
## terms=30,   
## age=(20,30],   
## education=Bechalor} => {paid\_on\_time=N} 0.014 0.6363636 1.582994 7  
## [3] {terms=30,   
## age=(20,30],   
## education=Bechalor,   
## Gender=male} => {paid\_on\_time=N} 0.014 0.6363636 1.582994 7  
## [4] {Principal=1000,   
## terms=30,   
## age=(20,30],   
## education=Bechalor,   
## Gender=male} => {paid\_on\_time=N} 0.014 0.6363636 1.582994 7  
## [5] {terms=15,   
## age=(40,52],   
## education=college} => {paid\_on\_time=N} 0.010 0.6250000 1.554726 5  
## [6] {age=(20,30],   
## education=Bechalor,   
## Gender=male} => {paid\_on\_time=N} 0.028 0.6086957 1.514168 14

# 