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# The rational impression account of trust in science

In our manuscript, we argue that existing work on trust in science has not solved a basic puzzle: why do most people tend to trust science, even though they know so little about it?

To solve this puzzle, we develop a *rational impression account* of trust in science. According to this account, people do not need a profound understanding or detailed knowledge of science to rationally trust it. Instead, by appealing to basic cognitive mechanisms of information evaluation, science impresses people, who then mostly forget the information that had impressed them.

# The puzzle of why people trust science

The idea that knowledge of science is the primary cause of trust in–and more generally positive attitudes towards–science has long dominated research on public understanding of science ([Bauer et al., 2007](#ref-bauerWhatCanWe2007)). This idea is widely known under the term “deficit model,” because much of the literature attested to the public’s “depressingly low levels of scientific knowledge” that were assumed to be the principal cause of negative attitudes towards science ([Sturgis & Allum, 2004, p. 56](#Xe774f493601ec5fa2b1ca29c52adfcb7eeef42c)).

This deficit model, however, is hard to square with the observation that people tend to trust science, despite not knowing much about it.

## People tend to trust science

Across the globe, most people trust science, at least to some extent. A recent study in 68 countries found that, across the globe, trust in scientists was “moderately high” (mean = 3.62; sd= 0.70; Scale: 1 = very low, 2 = somewhat low, 3 = neither high nor low, 4 = somewhat high, 5 = very high), with not a single country below midpoint trust ([Cologna et al., 2025](#ref-colognaTrustScientistsTheir2025)). Long-term global data on trust in science across time is sparse, yet the available data suggests, if anything, a recent increase of trust in science: In 2018, the Wellcome Global Monitor (WGM) surveyed more than 140,000 people in over 140 countries on trust in science ([Wellcome Global Monitor, 2018](#X02cb954775672ff7129fb691e9fce8f78cf2ad5)). In 2020, during the first year of the Covid pandemic and before vaccines were widely available, a follow-up survey was conducted in 113 countries, with 119,000 participants ([Wellcome Global Monitor, 2020](#X1228c58a1af7bd8622fc2077f37041e3a35d250)). Between these two surveys, on average, trust in science had risen ([Wellcome Global Monitor, 2021](#X2a7f34c2b2647fd3274b4981cb581c254c5c6ac)): In 2020, 41% (32% in 2018) of respondents said they trust science a lot, 39% (45% in 2018) said they trust science to some extent, 13% (also 13% in 2018) said they trust science “not much or not at all” (with the rest answering“I don’t know”).

## People do not know much about science

For decades, researchers have observed low levels of science knowledge, regarding both factual knowledge and methodological understanding ([National Academies of Sciences, Engineering, and Medicine, 2016](#X87ba04d7f6f955d7dab2970dc3ff653de6258ce)). Not only are levels of science knowledge and understanding low, but they are only weakly correlated with trust in science. In a meta-analysis, Allum et al. ([2008](#ref-allumScienceKnowledgeAttitudes2008)) found that factual science knowledge was only weakly associated with attitudes towards science. More recently, Cologna et al. ([2025](#ref-colognaTrustScientistsTheir2025)) found no statistically significant relationship between national science literacy scores, based on the Program for International Student Assessment (PISA), and national average trust in scientists for the 68 countries included in their study.

If knowledge and understanding of science do not seem to be strong determinants of this trust, does this mean that trust in science is irrational?

# The rational impression account of trust in science

In the rational impression account of trust in science, people trust science because they have been impressed by it. This trust persists even after the specific contents that gave rise to the trust have been forgotten. The account builds on three basic cognitive mechanisms. First, we infer that people who possess rare knowledge are more broadly knowledgeable: If someone states something that is difficult to know, and we believe that they are right, we are impressed, and deem that individual competent. Second, in many situations, we infer accuracy from consensus: If something is highly consensual, it is likely to be true. Third, impressions can persist without recall of what generated them: While learning about science can create lasting impressions, we are likely to forget about specific science knowledge.

## People infer competence from rare knowledge

Estimating other people’s competence from communicated information is an essential skill in a variety of social contexts, including communication ([Sperber et al., 2010](#ref-sperberEpistemicVigilance2010)), cooperation ([Cuddy et al., 2007](#ref-cuddyBIASMapBehaviors2007)), and social learning ([Kendal et al., 2018](#ref-kendalSocialLearningStrategies2018)).

One reliable cue to competence is possessing specific pieces of knowledge: people see others who share valuable ideas as more competent ([Altay et al., 2020](#ref-altayItMyIdea2020)). With trivia questions, it has been shown that people have accurate perceptions of whether something is hard to know or not, and that they use this information to infer someone’s competence ([Dubourg et al., 2025](#ref-dubourgUsingNestedStructure2025)): knowing a rare piece of information indicates a high likelihood of knowing more information in the same domain. In the case of science, Pfänder et al. ([in press](#Xfdf5f5e5a3ff098ae71e069383ded41b505995c)) showed that participants perceive some scientific findings as more impressive than others. Reading about the more impressive scientific findings increased participants’ perceptions of both the scientists’ competence and the trustworthiness of their discipline.

For people to be impressed by an information, however, they also need to believe it to be true. Yet, as a rule, people cannot evaluate scientific discoveries by themselves. Below, we describe how perceived consensus might allow people to infer that a piece of information is true, even if they do not understand how it was acquired.

## People infer accuracy from consensus

In order to make the best of communicated information, individuals need to be able to evaluate it, i.e. being able to distinguish inaccurate and harmful from accurate and beneficial information ([Maynard-Smith & Harper, 2003](#ref-maynard-smithAnimalSignals2003)). It has been argued that humans have evolved a suite of cognitive mechanisms to serve this function, mechanisms which evaluate both the source of a piece of information and its content ([Mercier, 2020](#ref-mercierNotBornYesterday2020); [Sperber et al., 2010](#ref-sperberEpistemicVigilance2010)).

In the case of science, if we do not already assume that people trust scientists (i.e. the source), it seems that we are left only with content. However, people cannot evaluate the quality of the arguments and evidence for themselves, let alone make their own observations (e.g. few people understand complex analysis or group symmetry, and even fewer have access to a particle accelerator). Scientific findings also tend to violate our intuitions ([Cromer, 1995](#ref-cromerUncommonSenseHeretical1995); [McCauley, 2011](#ref-mccauleyWhyReligionNatural2011a); [Shtulman, 2017](#ref-shtulmanScienceblindWhyOur2017); [Wolpert, 1994](#ref-wolpertUnnaturalNatureScience1994)), and thus their content should be intuitively deemed implausible.

It is possible, however, to rationally believe that a piece of information is true even if it is not intuitively plausible, and if we don’t already trust its source: if enough people agree with it. The potential of the wisdom of crowds to lead to accurate answer has been known for centuries ([Condorcet, 1785](#Xfcd4a690de525c25d93901e816cfe6eac759362); [Hastie & Kameda, 2005](#ref-hastieRobustBeautyMajority2005)) and, on the whole, people make sound use of this heuristic, being more likely to accept a piece of information when it is supported by a larger majority (in relative and absolute terms, for review, see [Mercier & Morin, 2019](#ref-mercierMajorityRulesHow2019)).

The wisdom of crowds literature assumes that informants—the individuals providing answers—need to be at least minimally competent (i.e. better than chance, [Condorcet, 1785](#Xfcd4a690de525c25d93901e816cfe6eac759362)). However, recently, Pfänder et al. ([2025](#ref-pfanderHowWiseCrowd2025)) have shown that it is enough to assume that informants are not all biased in exactly the same way to make justified inferences from their agreement to not only the accuracy of their answers, but also their competence. Participants who had no prior beliefs about an answer’s plausibility, or the competence of those who provided it, deemed more convergent answers more plausible, and those who made them more competent. This was true in abstract scenarios ([Pfänder et al., 2025](#ref-pfanderHowWiseCrowd2025)), but other research suggests that these inferences are justified across a wide range of real-world decision making scenarios ([Kurvers et al., 2019](#ref-kurversHowDetectHighperforming2019)).

To the extent that people perceive a scientific finding as being largely consensual within the research community, they should thus infer not only that it is more likely to be correct, but also that the scientists responsible for the finding are competent. Much evidence shows that, as a rule, when people are told about the scientific consensus on a given issue, they change their minds in the direction of the consensus (e.g., [Van Der Linden, 2021](#ref-vanderlindenGatewayBeliefModel2021); [Van Stekelenburg et al., 2022](#X53cb156802d58c8b92afbb362c605775cfb5b91); [Većkalov et al., 2024](#X808a4748ee81d443dd06ba2436fe069ac792afd)). Even if people aren’t explicitly told that a scientific consensus exists, they likely assume that it is the case, at least for issues taken to be settled science, such as those they are exposed to at school—and they would be broadly right as the ability to reach a working consensus is a defining trait of science ([Collins, 2002](#X7010f9d6c8c8fbaeb07db8f1c7591736a4acd01)). In line with this suggestion, people (in France) trust scientists more when they work in disciplines that people perceive as more consensual ([Pfänder & Mercier, 2025](#ref-pfanderFrenchTrustMore2025)). People also trust science more when it successfully replicates—a way of solidifying consensus ([Hendriks et al., 2020](#ref-hendriksReplicationCrisisTrust2020)).

As pointed out above, the correlation between science knowledge and attitudes towards science, if it is positive, is weak ([Allum et al., 2008](#ref-allumScienceKnowledgeAttitudes2008)). To explain this and, more generally, the low levels of knowledge of science by comparison with trust in science, we argue that people are likely forget most specific science content they had been exposed to, while an impression of trustworthiness persists.

## People forget specific knowledge while impressions persist

We commonly form impressions of the people around us while forgetting the details of how we formed these impressions: If a colleague fixes our computer, we might forget how they fixed it, yet remember that they are good at fixing computers. Similarly, people might forget the specific content of science knowledge they have been exposed to, but retain an impression of scientists’ competence. Several research strands suggest that impressions can persist, while recall of specific information fades.

Memory research suggests that implicit memory is more stable than explicit memory ([Parkin et al., 1990](#ref-parkinDifferentialNatureImplicit1990); [Sloman et al., 1988](#ref-slomanForgettingPrimedFragment1988)). It has also been argued that memory encodes information both as “verbatim” details–exact words or numbers–information and “gist” representations–the essence or bottom-line meaning ([Reyna, 2021](#ref-reynaScientificTheoryGist2021)), and that the verbatim memory tends to fade faster ([Murphy & Shapiro, 1994](#Xeead73113c2c0b63f32282da0a459cb1534d22f)).

More extreme examples supporting the idea that impressions can be detached from the memory of specific events come from medical research: patients with severe amnesia, for instance, can continue to experience emotions linked to events they could not recall ([Feinstein et al., 2010](#Xc059b9a8b6d50c46274e292915624f7a58042f7)). Other research has shown that patients with profound episodic memory impairment due to dementia continue to show capacity for emotional learning ([Evans-Roberts & Turnbull, 2010](#Xafc4ef9444366ad454ed6953e2d8f606e08c4a7)).

Some research in the context of science suggests that processes of impression formation and knowledge retention can be quite detached: in an experiment, participants found some science-related explanations more satisfying than others, but this did not predict how well they could recall the explanations shortly after ([Liquin & Lombrozo, 2022](#ref-liquinMotivatedLearnAccount2022)). In a study mentioned above ([Pfänder et al., in press](#Xfdf5f5e5a3ff098ae71e069383ded41b505995c), which showed that being exposed to impressive scientific content led to higher trust in the relevant scientific discipline), another experiment showed that participants immediately forgot most of the information which had impressed them.

Taken together, these findings make it very plausible that people, after they have been exposed to science, might retain a positive impression of scientists while forgetting most of the content that generated the impression.

# Discussion

Most people trust science at least to some extent ([Cologna et al., 2025](#ref-colognaTrustScientistsTheir2025); [Wellcome Global Monitor, 2018](#X02cb954775672ff7129fb691e9fce8f78cf2ad5), [2020](#X1228c58a1af7bd8622fc2077f37041e3a35d250)). This is true even though people, as a rule, don’t understand or know much about science, and don’t consume much scientific information. The rational impression account of trust in science accounts for these facts by suggesting that, when people are exposed to science, mostly during their education, they rationally develop a positive impression of science–in particular of the competence of scientists—while then they forget most of the information that gave rise to this impression.

In its stress on consensus among scientists, the rational impression account is coherent with accounts of how science manages to yield accurate understanding of the world, accounts that stress the importance of having convergent results from multiple sources and methods ([Cartwright et al., 2022](#X8b9e7025fb846373ac981265145fb9c0724b88d); [Oreskes, 2019](#ref-oreskesWhyTrustScience2019)). In the present account, people are not able, in most cases, to verify for themselves that science is accurate. However, by tracking what is consensual among scientists, which tends to track what is accurate, people’s beliefs can remain broadly accurate. This is an ideal case scenario, when nothing gets in the way of accepting the scientific consensus. However, people still reject some specific scientific knowledge, for instance because it is perceived as particularly inconvenient (e.g., knowledge of climate change which would urge us to change our behavior), or because it is rejected by other authorities—political, religious—which people trust (e.g. the rejection of evolution among some religious communities).

Trust in science ultimately rests on scientists producing accurate knowledge that can garner a consensus and pass the test of time. We should therefore expect that efforts at improving science methodology—the introduction of mandatory pre-registration for clinical trials for instance ([Kaplan & Irvin, 2015](#ref-kaplanLikelihoodNullEffects2015))—will result in increases in trust in science, not only when people are aware of them (see, [Song et al., 2022](#ref-songTrustingShouldersOpen2022)), but also when they are not, through the generation of more accurate, robust, and consensual scientific knowledge.
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