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## Trust in science matters

Numerous studies have demonstrated that individuals with higher levels of trust in science are more likely to engage in pro-environmental behavior, support climate policies, and accept the scientific consensus on global warming ([Bogert et al., 2024](#ref-bogertEffectTrustScience2024); [Hornsey et al., 2016](#X9e57b75284c1d1f383f27761307e2ae9c251b25); [**colognaRoleTrustClimate2020?**](#ref-colognaRoleTrustClimate2020)).

Trust in science has also been shown to be positively associated with willingness to get vaccinated, both in a Covid-19 context ([**lindholtPublicAcceptanceCOVID192021?**](#ref-lindholtPublicAcceptanceCOVID192021)) and beyond ([**sturgisTrustScienceSocial2021?**](#ref-sturgisTrustScienceSocial2021)).

During the pandemic, a panel study in 12 countries found that trust in scientists was the strongest predictor of whether people followed public health guidelines, such as mask-wearing or social distancing ([**alganTrustScientistsTimes2021?**](#ref-alganTrustScientistsTimes2021)). Similar results have been found by other studies, e.g. positive effects of trust in science on acceptance of social distancing in the US ([Koetke et al., 2021](#ref-koetkeTrustScienceIncreases2021)).

In short, trust in science matters, because it is related to several more specific and desirable attitudes, beliefs and behaviors.

## What is trust in science?

What exactly is trust in science? Answering this question is challenging, because trust in science involves many subtleties than can be grouped into two broad categories: subjective representation and domain-specificity. First, any general definition of trust in science necessarily glosses over variation in the public’s representation of science: The term science can mean different things to different individuals or groups. It can be seen, for example, as a body of literature, an institution, a method, or certain individual scientists ([**gauchatCulturalAuthorityScience2011?**](#ref-gauchatCulturalAuthorityScience2011)). This diversity of possible representations can have consequences on people’s reported trust in science. For instance, it has been shown that people tend to trust scientific methods more than scientific institutions—particularly among less-educated segments of the population ([Achterberg et al., 2017](#ref-achterbergScienceConfidenceGap2017)).

Second, trust is, at least to some extent, domain-specific. Domains can be, for example, scientific disciplines. In the US, people trust some disciplines, such as biology or physics, considerably more than others, such as economics or sociology ([**altenmullerExplainingPolarizedTrust2024?**](#X26a2ea506c9cb76316611387b84ad8b86c2e1c4); [**gligoricHowSocialEvaluations2024?**](#ref-gligoricHowSocialEvaluations2024); [**gauchatCulturalCognitiveMappingScientific2018?**](#X0e47c0694117ec59a2fbb3044ab48a824fedc7d)).

Domains can also be particular pieces of knowledge. For certain contentious science topics, general trust can be a poor indicator of acceptance of scientific knowledge. For example, in 2014, 41.9% of Americans had a great deal of confidence in the scientific community, according to the US General Social Survey (GSS)[[1]](#footnote-34). A Pew study run in the same year found that 88% of a representative sample of scientists connected to the American Association for the Advancement of Science (AAAS) believed that it was safe to eat genetically modified foods–but only 37% of Americans shared that belief ([Rainie & Funk, 2015](#ref-rainiePublicScientistsViews2015)).

Domains can also be character traits of scientists. In social psychology, a popular model suggests that people evaluate others along two fundamental dimensions: competence and warmth ([Cuddy et al., 2008](#ref-cuddyWarmthCompetenceUniversal2008)). Similarly, for trust in scientists, researchers have distinguished between an epistemological and an ethical dimension ([**wilholtEpistemicTrustScience2013?**](#ref-wilholtEpistemicTrustScience2013); [**intemannScienceCommunicationPublic2023?**](#Xa84c5cd4017c126ccfc0f070bb3b60eaf6def12)). Sometimes, researchers make more fine-grained distinctions: For example, ([**hendriksMeasuringLaypeoplesTrust2015?**](#ref-hendriksMeasuringLaypeoplesTrust2015)) have argued for three dimensions: expertise/competence, integrity, and benevolence. ([**besleyReassessingVariablesUsed2021?**](#ref-besleyReassessingVariablesUsed2021)) has suggested openness as an additional fourth dimension. Across these dimensions, competence is typically the one on which scientists score highest in the perception of the public. A recent Pew survey found that 89% of Americans viewed research scientists as intelligent, but only 65% viewed them as honest, and only 45% described research scientists as good communicators ([Kennedy & Brian, 2024](#ref-kennedyPublicTrustScientists2024); see also [**fiskeGainingTrustWell2014?**](#ref-fiskeGainingTrustWell2014)). Beyond the US, a recent study confirmed this tendency on a global scale ([**colognaTrustScientistsTheir2025?**](#ref-colognaTrustScientistsTheir2025)): People perceived scientists as highly competent, with 78% tending to believe that scientists are qualified to conduct high-impact research. By contrast, people held scientists in lower esteem with regards to their integrity and benevolence: Only 57% of people tended to believe that most scientists are honest, and only 56% tended to believe that most scientists are concerned about people’s well-being.

Finally, domains can also be areas of legitimacy. The fact that people tend to evaluate scientists in particular as competent already suggests that they see scientists as legitimate in their role of knowledge producers. However, this legitimacy does not necessarily extent to other roles, in particular as policy advocates: According to the just before mentioned Pew survey, only 43% of Americans think scientists are usually better than other people at making good policy decisions on scientific issues ([Kennedy & Brian, 2024](#ref-kennedyPublicTrustScientists2024)). However, the evidence on the public opinion about scientists in the role of policy advocates is not conclusive: A recent global study found that people tend to agree that scientists should engage with society and be involved in policymaking ([**colognaTrustScientistsTheir2025?**](#ref-colognaTrustScientistsTheir2025)). In the context of climate science, Cologna et al. ([2021](#ref-colognaMajorityGermanCitizens2021)) found that in the US, and Germany, people support policy advocacy by climate researchers and expect greater political engagement of the scientists.

Although trust in science can be domain-specific and depends on one’s subjective representation of science, empirically, general trust in science appears to be a meaningful concept. First, while index measures of trustworthiness with different dimensions (e.g., competence, benevolence etc.), are preferable to direct, single-item measures of general trust ([Besley & Tiffany, 2023](#ref-besleyWhatAreYou2023)), such as the Pew research centers’ question “how much confidence, if any, do you have in scientists to act in the best interests of the public?”, in their recent global study on trust in science, ([**colognaTrustScientistsTheir2025?**](#ref-colognaTrustScientistsTheir2025)) report that the Pew’s single item question was highly correlated with an index measure based on several trustworthiness dimensions. Second, as reviewed earlier, general trust in science, whether based on a single-item or an index measure, appears to be a relevant predictor of other more tangible outcomes, from vaccine intentions to beliefs about climate change.

A widely agreed-upon definition of trust is the willingness to be vulnerable to another party–whether an individual, a group, or an institution ([**mayerIntegrativeModelOrganizational1995a?**](#Xf60adf044fc07610415de85807200773c160844); [**rousseauIntroductionSpecialTopic1998?**](#ref-rousseauIntroductionSpecialTopic1998)). Here, I adopt a definition that builds on this idea, by defining trust in science as “one’s willingness to rely on science and scientists (as representatives of the system) despite having a bounded understanding of science” ([**wintterlinPredictingPublicTrust2022?**](#ref-wintterlinPredictingPublicTrust2022)).

To which extent do people rely on science and scientists? And why? In the following section, I show that despite a research focus on distrust, most people do tend to trust science. However, I will argue that the classic normative reason on why people should trust science–namely understanding and knowledge of science–is not likely to be the main explanation.

## The puzzle of trust in science

### People tend to trust science

On the whole, people across the world tend to trust science: A recent large survey in 68 countries found trust in scientists to be “moderately high” across all countries (mean = 3.62; sd= 0.70; Scale: 1 = very low, 2 = somewhat low, 3 = neither high nor low, 4 = somewhat high, 5 = very high), with not a single country below midpoint trust ([**colognaTrustScientistsTheir2025?**](#ref-colognaTrustScientistsTheir2025)).

In the US, where long term data is available from the US General Social Survey (GSS), this public trust appears to be both remarkably stable and elevated relative to other institutions ([**funkPublicConfidenceScientists2020?**](#ref-funkPublicConfidenceScientists2020); [**funkScienceScientistsHeld2020?**](#ref-funkScienceScientistsHeld2020); [**smithTrendsPublicAttitudes2013?**](#ref-smithTrendsPublicAttitudes2013)): From the early 1970s to 2022, the currently latest year available in the GSS, on average 40% of Americans say they have a great deal of confidence in the scientific community (see **?@fig-gss-trend**). This is the second highest score (just behind the military) among 13 institutions listed in the GSS, including, e.g., the government, press, organized religion or medicine. Note, however, that very recently, polls suggest a drop in trust in science in the US ([Lupia et al., 2024](#ref-lupiaTrendsUSPublic2024)).

Global data on trust in science across time is sparse. Yet, the available data suggests, if anything, a recent increase of trust in science: In 2018, the Wellcome Global Monitor (WGM) surveyed of over 140000 people in over 140 countries on trust in science ([**wellcomeglobalmonitorWellcomeGlobalMonitor2018?**](#X02cb954775672ff7129fb691e9fce8f78cf2ad5)). In 2020, during the first year of the Covid pandemic and before vaccines were widely available, a follow-up survey was run in 113 countries, involving 119000 participants ([**wellcomeglobalmonitorWellcomeGlobalMonitor2020?**](#X1228c58a1af7bd8622fc2077f37041e3a35d250)). Between these two surveys, on average, trust in science has risen ([**wellcomeglobalmonitorPublicTrustScientists2021?**](#X2a7f34c2b2647fd3274b4981cb581c254c5c6ac)): In 2020, 41% (32% in 2018) of respondents said they trust science a lot, 39% (45% in 2018) said they trust science to some extent, 13% (also 13% in 2018) said they trust science “not much or not at all”, and 7% (10% in 2018) answered “don’t know” (**?@fig-wellcome**).

### Why should we trust science?

According to some classical views in epistemology, trust should in fact play no role in science: In a way, the whole point of science is to “know the truth instead of just trusting what you are told” ([Hendriks et al., 2016](#ref-hendriksTrustScienceScience2016)). Some early scholars, e.g. John Locke, saw the “uncritical acceptance of the claims of others […] as a failure to meet rationality requirements imposed on genuine knowledge” ([Sperber et al., 2010, p. 361](#ref-sperberEpistemicVigilance2010)). This perspective is best understood historically, as an argument against defiance to authority ([Sperber et al., 2010](#ref-sperberEpistemicVigilance2010)). However, this ideal of the individual as a radically skeptical, self-reliant reasoner is at odds with reality. Most objects of scientific study are impossible for the public to observe and judge for themselves (e.g., atoms, genes). And even scientists fundamentally need to trust each other: Modern science is deeply collaborative and specialized, to the extent that no individual scientist independently verifies all the claims they rely on. This is not only true for empirical science–even in mathematics, there are proofs that most mathematicians could not verify for themselves ([Hardwig, 1991](#ref-hardwigRoleTrustKnowledge1991)).

Because explicit verification of everything is impossible for any individual, there must be some features to science that make it trustworthy. What are these features? Philosophers and sociologists have long argued over this question (for an overview, see [Oreskes, 2019](#ref-oreskesWhyTrustScience2019)). Famously, Karl Popper emphasized the role of the scientific method–the hallmark of which, for him, was falsifiability. Scientific knowledge, in Popper’s view, is trustworthy because it constantly puts itself to test, through bold conjectures and rigorous attempts at refutation ([Popper, 2002](#X677abe697b37b81913af37e767838fb7ee366b2)).

Popper’s conception of the scientific method, and more generally the very idea of any singly universal method for trustworthy science, has been widely criticized ([Oreskes, 2019](#ref-oreskesWhyTrustScience2019)). Moving beyond a purely method-based view, Robert Merton for example rooted science’s trustworthiness in its institutional norms ([Merton, 1979](#X041ca9b5d7f52cd5886805dfbf960c01e59370c)). Merton layed out four defining norms of science, while acknowledging that they were often more ideals than empirical descriptions: communism, i.e. findings are shared publicly rather than kept secret or privatized; universalism, i.e. claims are evaluated based on impersonal criteria, not the identity (gender, race, nationality, or status) of the person making them; disinterestedness, i.e. scientists are (ideally) motivated by the pursuit of knowledge, not personal gain; and organized skepticism, i.e. claims are constantly subject to critical scrutiny and testing.

Both Popper and Merton idealized, to some extent, the nature of scientists: Although Popper highlighted the (impersonal) benefits of the (singular, in his view) scientific method, executing this method required heroic individual scientists who make bold predictions and put their own claims to the greatest scrutiny. Merton focuses on a shared ethos of the scientific community, but this implies that individual scientists’ have internalized the common value ideals and are committed to them. By contrast, Strevens ([2020](#ref-strevensKnowledgeMachineHow2020)) assumes that scientists can be, just like other humans, biased and ideological. However, in science, they ultimately need to convince other scientists by presenting evidence. This, “iron rule of explanation”, in Strevens’ view, is what makes science trustworthy.

This very short and incomplete review of normative perspectives on trust in science is meant to illustrate that even very different accounts on what should make science trustworthy have something in common: Popper, Merton and Strevens highlight different epistemic qualities of science, but they share the underlying assumption that, to (rationally) trust science, one needs to know about these qualities.

### People do not know much about science

This premise, that knowledge and understanding of science should lead to trust in–and more generally positive attitudes towards–science, has dominated research on public understanding of science ([**bauerWhatCanWe2007?**](#ref-bauerWhatCanWe2007)). Studies testing the relationship between science knowledge and attitudes have mostly relied on versions of what is known as the “Oxford scale” ([Table 1](#tbl-oxford)[[2]](#footnote-39)) to measure science knowledge–a set of specific true/false or multiple-choice questions about basic science facts.[[3]](#footnote-40) As the name suggests, this measure was developed by scholars associated with the University of Oxford in the late 1980s, in collaboration with Jon D. Miller, a pioneer in research on science literacy in the US ([**durantPublicUnderstandingScience1989?**](#ref-durantPublicUnderstandingScience1989)). A version of these items has been used in several large-scale survey projects, including several Eurobarometer surveys, as well as in the National Science Foundation’s (NSF) “Science and Engineering Indicators” surveys in the US ([**nationalacademiesofsciencesengineeringandmedicineScienceLiteracyConcepts2016?**](#X87ba04d7f6f955d7dab2970dc3ff653de6258ce)). Survey results from the Oxford scale have been taken to showcase a science knowledge deficit among the public. For example, from the first surveys in which they were used, ([**durantPublicUnderstandingScience1989?**](#ref-durantPublicUnderstandingScience1989)) (p.11) report that only “34% of Britons and 46% of Americans appeared to know that the Earth goes round the Sun once a year, and just 28% of Britons and 25% of Americans knew that antibiotics are ineffective against viruses”. According to the ([**nationalacademiesofsciencesengineeringandmedicineScienceLiteracyConcepts2016?**](#X87ba04d7f6f955d7dab2970dc3ff653de6258ce)), performance on the Oxford scale items in the US has been “fairly stable across 2 decades” ([**nationalacademiesofsciencesengineeringandmedicineScienceLiteracyConcepts2016?**](#X87ba04d7f6f955d7dab2970dc3ff653de6258ce))[[4]](#footnote-41).

The results of this research program have been overall sobering-not only because Oxford scale knowledge was rather low in the population, but also because it did not seem to explain much variation in people’s attitudes towards science: In a seminal meta-analysis ([**allumScienceKnowledgeAttitudes2008?**](#ref-allumScienceKnowledgeAttitudes2008)) found that Oxford scale type science knowledge was only weakly associated with attitudes towards science. Moreover, this weak association only held for general attitudes–for attitudes towards specific contentious science topics (e.g., climate change), the study did not find an association.

Table 1

An 11-item version of the Oxford-scale, as reported in a comprehensive review of the literature on scientific literacy ([**nationalacademiesofsciencesengineeringandmedicineScienceLiteracyConcepts2016?**](#X87ba04d7f6f955d7dab2970dc3ff653de6258ce)).

|  |  |
| --- | --- |
| 1 | The center of the Earth is very hot. (True) |
| 2 | The continents on which we live have been moving their locations for millions of years and will continue to move in the future. (True) |
| 3 | Does the Earth go around the Sun, or does the Sun go around the Earth? (Earth around Sun) |
| 4 | How long does it take for the Earth to go around the Sun? (One year)\\* |
| 5 | All radioactivity is man-made. (False) |
| 6 | It is the father’s gene that decides whether the baby is a boy or a girl. (True) |
| 7 | Antibiotics kill viruses as well as bacteria. (False) |
| 8 | Electrons are smaller than atoms. (True) |
| 9 | Lasers work by focusing sound waves. (False) |
| 10 | Human beings, as we know them today, developed from earlier species of animals. (True) |
| 11 | The universe began with a huge explosion. (True) |
| \*Only asked if previous question was answered correctly. |  |

The Oxford scale has received various forms of criticism, ranging from minor concerns for being–ironically, in light of the bad performance–too easy to answer ([Kahan, 2015](#X9fed5c2b4d9176c0aa1c073d0d102134615810f)), to the fundamental critique that it only captures factual recall ([Pardo & Calvo, 2004](#ref-pardoCognitiveDimensionPublic2004); [**bauerWhatCanWe2007?**](#ref-bauerWhatCanWe2007)). In line with the normative literature reviewed here earlier, what should actually matter for trust is a different kind of knowledge, namely an institutional and methodological understanding of how science works.

The literature on science literacy has sought to measure how well people understand science. Even the creators of the Oxford scale were, to some extent, aware of the limitations of using factual knowledge alone([**nationalacademiesofsciencesengineeringandmedicineScienceLiteracyConcepts2016?**](#X87ba04d7f6f955d7dab2970dc3ff653de6258ce)). They never intended the Oxford scale items to serve as a comprehensive measure of science literacy. In fact, ([**durantPublicUnderstandingScience1989?**](#ref-durantPublicUnderstandingScience1989)) also developed a scale of “understanding of processes of scientific inquiry”–several multiple-choice about the scientific method and basic concepts of probability. ([**millerPublicUnderstandingAttitudes2004?**](#X07be609bc667015409764a61501c6b158827b43)) viewed a scientifically literate citizen as someone who has both a “(1) a basic vocabulary of scientific terms and constructs; and (2) a general understanding of the nature of scientific inquiry.” His measure of science literacy included open-ended questions, for example on what people understand as the meaning of scientific study ([**millerMeasurementCivicScientific1998a?**](#Xf55452f37f567501ea552cf1e534ee63bb3cf9f)).

This institutional knowledge and understanding of science has been tested less extensively for its association with attitudes towards science (but see e.g., [Weisberg et al., 2021](#ref-weisbergKnowledgeNatureScience2021)), as was the case for Oxford scale knowledge, likely because understanding via, for instance, open-ended questions is less obviously quantifiable. However, in isolation, results of measures intended to capture an understanding of science have hardly drawn a more positive image of the public’s knowledge of science. Using an index of various measures, ([**millerPublicUnderstandingAttitudes2004?**](#X07be609bc667015409764a61501c6b158827b43)) (p. 288) concluded that “approximately 10 percent of US adults qualified as civic scientifically literate in the late 1980s and early 1990s, but this proportion increased to 17 percent in 1999”. Miller described that according to his measure, someone qualifies as scientifically literate if they possess “the level of skill required to read most of the articles in the Tuesday science section of The New York Times, watch and understand most episodes of Nova, or read and understand many of the popular science books sold in bookstores today” ([**millerPublicUnderstandingAttitudes2004?**](#X07be609bc667015409764a61501c6b158827b43)). These low scientific literacy rates stand in sharp contrast to the rather elevated and stable levels of trust in science in the US (**?@fig-gss-trend**).

More recent data suggest that science literacy in the US may have improved slightly since Miller’s assessment during the early 2000s, but it still remains rather low. Based on results from the 2018 US Science & Engineering Indicators, Scheufele and Krause ([2019](#Xce4e5bd21842652d9d0efddb020e78438aef38c)) (p. 7663) report that “one in three Americans (36%) misunderstood the concept of probability; half of the population (49%) was unable to provide a correct description of a scientific experiment; and three in four (77%) were unable to describe the idea of a scientific study.”

The 2024 US Science & Engineering Indicators, based on data from the Pew Research Center’s American Trends Panel (ATP) from 2020, report that “60% of U.S. adults could correctly note that a control group can be useful in making sense of study results” and that “only half of U.S. adults (50%) could correctly identify a scientific hypothesis” ([National Science Board, National Science Foundation, 2024, p. 24](#Xf94c1ae30e44c0c5543a332c0c3fc1ad332789c)). The report also suggests a positive association between people’s knowledge on these two questions and their trust in scientists to act in the best interest of the public[[5]](#footnote-43). However, this association appears rather small, given how fundamental these questions are: Among those who accurately responded that assigning a control group is useful, 44% also expressed a great deal of confidence, compared to 32% of those who did not think a control gorup was useful.

The here reviewed evidence on the relatively weak link between knowledge of and attitudes towards science comes with three limitations: First, direct evidence is based mostly on narrow, factual knowledge as measured by the Oxford scale, and not on a broader, institutional understanding of science. Second, the relevant studies have typically assessed attitudes towards science more broadly, rather than trust in science in particular. Third, the evidence is–to a large extent–based on data from the US and, to some extent, Europe. A recent global study addresses these limitations–in particular the second and third–and points towards a similar conclusion: ([**colognaTrustScientistsTheir2025?**](#ref-colognaTrustScientistsTheir2025)) tested the relationship between national science literacy scores, based on the Program for International Student Assessment (PISA), and national average trust in scientists for the 68 countries included in their study. They found no statistically significant association.

This is the puzzle of trust in science that I take as a starting point: Why do people, to a large extent, trust science, despite not knowing or understanding much about it?

### Existing explanations focus on why people distrust in science

The idea that knowledge about science causes positive science attitudes is best known under the term “deficit model”, because much of the literature attested the public “depressingly low levels of scientific knowledge” that were assumed to be the principle cause of negative attitudes towards science ([**sturgisScienceSocietyReEvaluating2004?**](#Xe774f493601ec5fa2b1ca29c52adfcb7eeef42c)). The deficit model has been widely criticized for idealizing science: for implying that “to know science is to love it” ([**bauerWhatCanWe2007?**](#ref-bauerWhatCanWe2007)) and for portraying science knowledge as “superior to whatever ‘nonscientific’ or ‘local’ knowledge the public may (also) possess” ([**gauchatCulturalAuthorityScience2011?**](#ref-gauchatCulturalAuthorityScience2011)). The literature has since moved beyond the idea of science knowledge as the sole driver of trust in science.

Researchers have increasingly studied how people’s values, world views, and identities shape their attitudes towards science ([Lewandowsky & Oberauer, 2021](#X3451f52acce70bd6874021632b5ca886fc6dda3); [**hornseyAttitudeRootsJiu2017?**](#ref-hornseyAttitudeRootsJiu2017)). The psychological literature has focused on explaining negative attitudes towards science with motivated reasoning–selecting and interpreting information to match one’s existing beliefs or behaviors ([**lewandowskyMotivatedRejectionScience2016?**](#X5c8108ed84245ea079ad53e9a4cd4476fe94b1b); [**hornseyWhyFactsAre2020?**](#ref-hornseyWhyFactsAre2020); [**lewandowskyRoleConspiracistIdeation2013?**](#X8cce04bf7726b5fe351c7c2fbe37425a471a11c)). This research mostly suggests that certain psychological traits, such as a social dominance orientation, or a tendency of engaging in conspiracy thinking, lead people to reject science. Arguments on a general conspiratory thinking style as one of the root causes of science rejection shift the debate, to some extent, from a knowledge deficit to a broader reasoning deficit ([**hornseyAttitudeRootsJiu2017?**](#ref-hornseyAttitudeRootsJiu2017); [**rutjensConspiracyBeliefsScience2022?**](#ref-rutjensConspiracyBeliefsScience2022))[[6]](#footnote-45).

Motivated reasoning accounts have been popular in light of accumulating evidence in the US for a widening partisan gap regarding trust in science, with Republicans trusting less and Democrats trusting more ([Lee, 2021](#ref-leePartyPolarizationTrust2021); [**gauchatPoliticizationSciencePublic2012?**](#X50b8906ccf1dcb873b1370da4c76647f182f3de); [**krauseTrendsAmericansTrust2019a?**](#ref-krauseTrendsAmericansTrust2019a)). Contrary to what the deficit model would suggest, some influential work on motivated reasoning has shown that partisan-driven rejection of science does not appear to be the result of a lack of cognitive sophistication: Kahan et al. ([2012](#ref-kahanPolarizingImpactScience2012)) have shown that greater science literacy was associated with more polarized beliefs on climate change. Drummond and Fischhoff ([2017](#Xd6d0ddd03a3c1e9f49459b0edf4a686cb6164e2)) have extended these findings to other controversial science topics, namely stem cell research and evolution: they show that both greater science literacy and education are associated with more polarized beliefs on these topics. However, this phenomenon that “people with high reasoning capacity will use that capacity selectively to process information in a manner that protects their own valued beliefs” ([Persson et al., 2021, p. 1](#X5a64633f47274b9dfa3f49fdd94c7f72a272b3d)), known under the term ‘motivated numeracy’, has largely failed to replicate ([Hutmacher et al., 2024](#X79dec674bc48478ae6a332c06111b151163bab1); [Persson et al., 2021](#X5a64633f47274b9dfa3f49fdd94c7f72a272b3d); [Stagnaro et al., 2023](#ref-stagnaroNoAssociationNumerical2023a)). Other studies, focusing on the case of climate change, have argued that partisan divides might simply be the result of bayesian information updating, rather than motivated reasoning ([Bayes & Druckman, 2021](#ref-bayesMotivatedReasoningClimate2021); [Druckman & McGrath, 2019](#X1c152469eab8dc86eeea4ab94fdfc8ef1ce9dfe)).

Since the Covid-19 pandemic, the role of misinformation in fostering distrust in science has been increasingly studied ([Druckman, 2022](#Xc900ab6802c75bf5233fe72972aab9d24342892); [National Academies of Sciences, 2024](#X0333fa0217f4e6b211b693cae3be5570d8405be); [Scheufele & Krause, 2019](#Xce4e5bd21842652d9d0efddb020e78438aef38c)). For this literature, by contrast with the deficit model, the problem of trust in science is less a lack of information, and more the abundance of harmful information.

The premise of the deficit model was that people would trust science because of their knowledge and understanding of science. Perhaps in response to this, recent literature in science communication has shifted the focus on source-based evaluations of trust: from science knowledge to perceptions of scientists. This work has established that people evaluate scientists along different dimensions ([**intemannScienceCommunicationPublic2023?**](#Xa84c5cd4017c126ccfc0f070bb3b60eaf6def12)), including competence, but also also integrity, benevolence or openness ([**hendriksMeasuringLaypeoplesTrust2015?**](#ref-hendriksMeasuringLaypeoplesTrust2015); [**besleyReassessingVariablesUsed2021?**](#ref-besleyReassessingVariablesUsed2021)). This literature suggests that, for enhancing trust in science, the latter, warmth-related (i.e. other than competence) dimensions could be particularly relevant ([**fiskeGainingTrustWell2014?**](#ref-fiskeGainingTrustWell2014)). The idea is that people already perceive scientists as very competent, but not as very warm, thus offering a greater margin for improvement.

On the whole, the literature on public trust in science focuses not on explaining why people do trust science, but on why they do not, or not enough, and how to foster trust. As reviews of science-society research have noted, the literature has traditionally operated ([**bauerWhatCanWe2007?**](#ref-bauerWhatCanWe2007)), and according to some still has a tendency to operate ([Scheufele, 2022](#ref-scheufeleThirtyYearsScience2022)), in “deficit” paradigms—at times focusing on the public’s lack of scientific knowledge, and at other times on its lack of trust in science.

## The rational impression account of trust in science

The previous section has established that public trust in science is relatively high, but that, contrary to what normative accounts would predict, knowledge and understanding of science do not seem to be very powerful determinants of this trust. Here, I try to make sense of this by taking a cognitive perspective: I develop a ‘rational impression’ account of trust in science, according to which people trust science because they have been impressed by it. This impression of trust persists even after knowledge of the specific content has vanished. The account builds on two basic mechanisms of information evaluation: First, if someone finds out something that is hard-to-know, we tend to be impressed by it, if we deem it true. This impression makes us infer that the person is competent, a crucial component of trustworthiness. However, it is hard or even impossible to recall exactly how we formed this impression. Second, if something is highly consensual, it is likely to be true. This is particularly relevant when people lack relevant background knowledge to evaluate claims for themselves, as is often the case in science. I begin by reviewing existing evidence for this account. Then I present the evidence contributed as part of this thesis.

### Existing evidence for the rational impression account

#### The role of competence.

As noted earlier, it has been suggested that targeting the perceived warmth of scientists might be particularly fruitful for science communication to enhance public trust, as people already perceive scientists as very competent, but not so much as warm ([**fiskeGainingTrustWell2014?**](#ref-fiskeGainingTrustWell2014)). This might indeed be an effective strategy for science communication–at the same time, the fact that many people already trust science even without perceiving scientists as particularly warm highlights the central importance of perceived competence in explaining existing public trust in science.

How could people come to view scientists as competent? It seems plausible that most people do not have much first-hand evidence to judge scientists’ character. As for personal contact, there are relatively very few scientists in the world, and most people probably do not know any personally. As for contact via the media, news on science, by contrast, for example, with news on politicians, mostly concern the science, not the scientists. As people only consume very little news in general ([**newmanDigitalNewsReport2023?**](#ref-newmanDigitalNewsReport2023)), the bulk of exposure to science can be assumed to happen during education.

Taken together, it seems plausible that people make inferences about the trustworthiness of science based on scientific content and that these inferences primarily relate to scientists’ competence. But if this process is supposed to happen mostly during the years of education, how is this compatible with the observation that people, even those who received a science education, do not seem to know much about science?

#### The role of education.

The fact that knowledge and understanding of science are only weakly correlated with trust in science is puzzling not least because of the positive effects of education on trust in science: Education, and in particular science education, has been consistently identified as one of the strongest correlates of trust in science ([**noyScienceGoodEffects2019?**](#ref-noyScienceGoodEffects2019); [**wellcomeglobalmonitorWellcomeGlobalMonitor2018?**](#X02cb954775672ff7129fb691e9fce8f78cf2ad5); [**wellcomeglobalmonitorWellcomeGlobalMonitor2020?**](#X1228c58a1af7bd8622fc2077f37041e3a35d250); but see [**colognaTrustScientistsTheir2025?**](#ref-colognaTrustScientistsTheir2025) who only find a small positive relationship between tertiary education and trust in science). How to square the strong association with education, and the weak association with knowledge? One interpretation is that, if we assume that education has some causal effect on trust in science, this effect might be driven by something else than a pure transmission of knowledge and understanding (for a similar argument, see [**bakEducationPublicAttitudes2001?**](#ref-bakEducationPublicAttitudes2001)). The candidate mechanism I develop here is impression generation: Education exposes students to scientific content. Students might not understand much of it, and potentially recall even less later on; but they might have been impressed by it, to the point that they come to perceive scientists as competent, and thus, everything else equal, as trustworthy. This impression might persist even when specific knowledge vanishes.

#### People’s impressions can be detached from knowledge.

We commonly form impressions of the people around us while forgetting the details of how we formed these impressions: If a colleague fixes our computer, we might forget exactly how they fixed it, yet remember that they are good at fixing computers. As an extreme example, patients with severe amnesia can continue to experience emotions linked to events they could not recall ([**feinsteinSustainedExperienceEmotion2010?**](#Xc059b9a8b6d50c46274e292915624f7a58042f7)). In the context of science, ([**liquinMotivatedLearnAccount2022?**](#ref-liquinMotivatedLearnAccount2022)) have shown that while people find some science-related explanations more satisfying than others, this did not predict how well they could recall the explanations shortly after, suggesting that impressions and knowledge formation can be quite detached.

What makes scientific findings impressive? For an information to be impressive, at least two criteria should be met: (i) it is perceived as hard to uncover and (ii) there is reason to believe it is true. By (i), I mean information that most people would have no idea how to find out themselves. In the case of science, this can be mostly taken for granted. For example, most people would probably only be mildly impressed by someone telling them that a given tree has exactly 110201 leaves. Even though obtaining this information implies an exhausting counting effort, everyone in principle knows how to do it. By contrast, finding out that it takes light [approximately 100,000 years to travel from one end of the Milky Way to the other](https://imagine.gsfc.nasa.gov/features/cosmic/milkyway_info.html) is probably impressive to most people, as they would not know how such a distance can be measured. Regarding (ii), I argue that the main relevant cue for the case of science is consensus.

#### People infer accuracy from consensus.

In order to make the best of communicated information, animals need to be able to evaluate it, i.e. being able to distinguish inaccurate and harmful from accurate and beneficial information ([Maynard-Smith & Harper, 2003](#ref-maynard-smithAnimalSignals2003)). It has been argued that humans have evolved a suite of cognitive mechanisms to serve this function ([Mercier, 2020](#ref-mercierNotBornYesterday2020); [Sperber et al., 2010](#ref-sperberEpistemicVigilance2010)). In particular, we rely on cues of an informant’s trustworthiness, and check the plausibility of an information against our background knowledge.

In the case of science, reliable cues and background information are scarce: As I have argued above, people generally have little first-hand information to evaluate individual scientists’ trustworthiness. People also largely lack relevant background knowledge to evaluate the plausibility of scientific findings. Sometimes, to a certain extent, people might be able to judge the accuracy of scientific findings for themselves, for example when they are exposed to accessible and convincing explanations in school ([**readExplanatoryCoherenceSocial1993?**](#ref-readExplanatoryCoherenceSocial1993); [**lombrozoSimplicityProbabilityCausal2007?**](#Xcc689c35c11fea3ec03b1c6778438231e03ec74); for a review, see [**lombrozoStructureFunctionExplanations2006?**](#Xf36e7a3d99416127470c307febc79cf4c457a52)). But for most scientific research, people cannot possibly evaluate the quality of the information for themselves, let alone make their own observations (e.g. quantum mechanics, genes).

An additional way to evaluate whether something is true or not is by aggregating opinions. It has been shown that, when no better information is available, people rely on majority heuristics: the more others agree on something, the more likely we are to believe them to be right ([Mercier & Morin, 2019](#ref-mercierMajorityRulesHow2019)). Literature on the wisdom of crowds has shown that this inference is often appropriate (see e.g., [Hastie & Kameda, 2005](#ref-hastieRobustBeautyMajority2005)). In the absence of other reliable cues and background knowledge, inferences from consensus are likely to be given greater weight in a cognitive system of epistemic vigilance. In the case of science, this extra weight should play in favor of science’s perceived trustworthiness: It has been argued that, by contrast with other intellectual enterprises, consensus is the defining trait of science ([Collins, 2002](#X7010f9d6c8c8fbaeb07db8f1c7591736a4acd01)). Not only do scientists agree on things, but they agree on impressive things–things that would be impossible for any individual to ever uncover for themselves.

There is some suggestive evidence that people infer accuracy from consensus in the case of science. Research has demonstrated ‘consensus gaps’ for many science topics: gaps between the scientific consensus and public opinion ([Rainie & Funk, 2015](#ref-rainiePublicScientistsViews2015)). Some of the most worrying consensus gaps relate to climate change, as substantial segments of the population disagree with scientists on what is happening and what to do about it (e.g., [**eganClimateChangeUS2017?**](#ref-eganClimateChangeUS2017)). According to a popular psychological model, the “gateway model”, informing people about the scientific consensus on specific issues acts as a gateway to change their beliefs on these issues ([Linden, 2021](#ref-vanderlindenGatewayBeliefModel2021)). Studies have demonstrated the effectiveness of consensus messaging in changing people’s beliefs on contentious science topics such as climate change ([**veckalov27countryTestCommunicating2024?**](#X808a4748ee81d443dd06ba2436fe069ac792afd)) or vaccination ([**salmonVaccineHesitancyCauses2015?**](#ref-salmonVaccineHesitancyCauses2015); for an overview of results on vaccination, climate change, and genetically modified food, see [Van Stekelenburg et al., 2022](#X53cb156802d58c8b92afbb362c605775cfb5b91)). This evidence is only suggestive, because because the fact that consensus changes people’s beliefs or attitudes does not necessarily require an inference of accuracy. An alternative explanation, for example, is normative conformity-that is, when people follow the majority because of social pressure rather than a belief that the majority is correct ([Mercier & Morin, 2019](#ref-mercierMajorityRulesHow2019)).[[7]](#footnote-49) The literature on consensus messaging also does not provide evidence on whether learning about scientific consensus changes not only beliefs on specific science topics, but also increases trust in science more generally.

### Novel evidence for the rational impression account

#### People (in the UK) trust but forget impressive science.

Existing evidence suggests that impressions can be detached from remembering specific content. However, to the best of my knowledge, it has not yet been tested whether exposure to impressive science increases trustworthiness, and whether this process requires or not an ability of being able to recall the content that generated these impressions. In **?@sec-impressive**, we provide such a test. We found that reading about impressive scientific findings in the disciplines of archaeology and entomology increased participants’ perceptions of both the scientists’ competence and the trustworthiness of their discipline. At the same time, participants forgot almost immediately about the specific content that generated these impressions.

In these experiments, participants had reason to trust the information they saw for two reasons. First, while we did not provide explicit cues on consensus, the scientific findings were implicitly formulated as consensual (e.g. “Archaeologists are able to tell…”). This probably matches people’s priors on science, as the bulk of people’s exposure to science is likely to happen during education, and schoolbook science knowledge is typically highly consensual. Second, as illustrated above, people already believe scientists to be competent, and this general prior is likely to extend to archaeologists and entomologists.

#### People (in the UK) infer both accuracy and competence from consensus.

To test whether people infer accuracy and competence purely from consensus, in **?@sec-convergence**, we used non-science related experimental scenarios.

Participants were presented with answers by fictional individuals–the informants–on problems they knew nothing about other than the broad context (e.g., results of a game, or stock market predictions). While this created a slightly artificial experimental setting, it allowed us to ensure that participants did not have any priors, by contrast with previous studies, in which participants often had cues on the informants’ competence. Participants were asked to judge the accuracy and competence of informants. We manipulated convergence, i.e. the extent to which different informants agreed on something, the most extreme form of which was consensus, where all informants agreed on exactly the same answer. Our experiments showed that, in the absence of any priors, participants indeed inferred accuracy from convergence; more than that, participants even inferred competence.

Are these inferences sound? The literature on the wisdom of crowds does not provide normative grounds that would justify these inferences: First, part of the beauty of wisdom of crowds phenomena is that they do not require much individual competence. For example, in the case of averaging, what defines the wisdom of the crowd is that the average opinion of a set of individuals is, in a wide range of circumstances, more likely to be accurate than that of a single individual (e.g. [Larrick & Soll, 2006](#Xa3bbb04d2acce2fb8b1bd448ca2146af31dff64)). Second, a minimum of competence is sometimes posited as a requirement for some wisdom of the crowd effects to emerge. That is the case, for example, in the Condorcet Jury Theorem, where jurors need to be at least slightly better than chance for the majority decision to be correct ([De Condorcet, 2014](#Xe5173fce0f8e176d063484ffea082f446bd7e5c)).

To fill this gap, in **?@sec-convergence**, we present analytical arguments and simulations which suggest that inferences from convergence to both accuracy and competence are in fact sound, under a wide range of circumstances–assuming that informants are independent and unbiased. If truly rational, these inferences should not be general behavioral rules; they should be sensitive to contextual information and only work well within these boundary conditions. In line with that, our experiments show that inferences from convergence were weakened when participants were given reason to believe that the informants were biased by a conflict of interest.

#### People (in France) tend to trust scientists more when they perceive their work as consensual and precise.

The experimental work on inferences from convergence is rather abstract and quite detached from public perceptions of science. In **?@sec-france**, we provide correlational evidence that fits predictions from this work for the case of science: We asked a representative sample of the French population about their trust in scientists in general, as well as their trust in scientists of different disciplines (Biology, Physics, Climate science, Economics, Sociology). We also asked participants about their impressions of science in general and the different disciplines in terms of precision and consensus. We found that trust in scientists–within and between different disciplines, as well as for science in general–was associated with perceptions of consensus and precision: the more precise and consensual people perceived the science to be, the more they tended to trust the scientists.

#### People (in the US) trust almost all of basic science.

According to the rational impression account, people who have received science education should have had the opportunity to form impressions of trustworthiness of science. This should have built a solid baseline of trust in science. People might deviate from this default and distrust science on certain specific science topics for other reasons, but they should trust most of science. In **?@sec-universal**, we put this prediction to test. We found that, in the US, almost everyone–even people who say they don’t trust science in general or who hold specific beliefs blatantly violating scientific knowledge (e.g. that the earth is flat)–trusts almost all of basic science knowledge (e.g. that electrons are smaller than atoms). This suggests that basic trust in science is even higher than what large-scale surveys measure when they assess general trust in science. Our findings also support motivated reasoning accounts of science rejection: The fact that trust in basic science knowledge is nearly at ceiling for almost everyone suggests that those who nevertheless report not trusting science do so because they are driven by specific, partial rejections of science (e.g. climate change denial). These rejections, in light of the overwhelming trust in basic science, are likely to stem from motivations exogenous to science.

## Other research included in this thesis

The rational impression account for trust in science is built on the hypothesis that people are good at evaluating information, by relying on mechanisms of epistemic vigilance ([Mercier, 2020](#ref-mercierNotBornYesterday2020); [Sperber et al., 2010](#ref-sperberEpistemicVigilance2010)). In **?@sec-meta**, I explore another consequence of this hypothesis, which is that people should be good at judging the veracity of news. In a meta-analysis, we found that this was largely the case: people around the world were generally able to distinguish true from false news. When they erred, people were slightly more skeptical towards true news than they were gullible towards false news. We do not conclude from these results that all misinformation is harmless, but that people don’t simply believe all misinformation they encounter–if anything, they tend to have the opposite tendency to not believe information, even if accurate. Based on this, we argue that if we are concerned about an informed public, we should not only focus on fighting against misinformation, but also on fighting for accurate information.

# Conclusion

It has long been a puzzle to the deficit model–which suggests that trust in science is primarily driven by science knowledge–that knowledge of science is at best weakly associated with science attitudes ([**allumScienceKnowledgeAttitudes2008?**](#ref-allumScienceKnowledgeAttitudes2008); [**nationalacademiesofsciencesengineeringandmedicineScienceLiteracyConcepts2016?**](#X87ba04d7f6f955d7dab2970dc3ff653de6258ce)). The rational impression account can make sense of this: it lays out how trusting science without recalling specific knowledge can be the result of a sound inference process, rooted in basic cognitive mechanisms of information evaluation.

The account is compatible with the finding that education, and in particular science education, has been repeatedly identified as one of the strongest correlates of trust in science ([**bakEducationPublicAttitudes2001?**](#ref-bakEducationPublicAttitudes2001); [**noyScienceGoodEffects2019?**](#ref-noyScienceGoodEffects2019); [**wellcomeglobalmonitorWellcomeGlobalMonitor2018?**](#X02cb954775672ff7129fb691e9fce8f78cf2ad5); [**wellcomeglobalmonitorWellcomeGlobalMonitor2020?**](#X1228c58a1af7bd8622fc2077f37041e3a35d250); but see [**colognaTrustScientistsTheir2025?**](#ref-colognaTrustScientistsTheir2025)). By contrast with the deficit model, it suggests that the main causal role of education for public trust in science is not transmission of knowledge and understanding, but impression generation.

The rational impression account aligns with recent normative accounts which shift the focus from listing particular key institutional features that make science trustworthy-certain methods, norms, or processes–to the diversity of science: ([**cartwrightTangleScienceReliability2022?**](#X8b9e7025fb846373ac981265145fb9c0724b88d)) make the case that scientific knowledge emerges from a tangle of results, relying on diverse research methods. Oreskes ([2019](#ref-oreskesWhyTrustScience2019)) makes a similar case: She argues that scientific practice takes place in different scientific communities who rely on a variety of different research methods. Through some shared practices, in particular peer-review, these communities engage in critical dialogue. What makes scientific knowledge trustworthy, according to Oreskes, is when from this diversity of actors and methods, a consensus emerges. According to this view, to infer trustworthiness, people should have a representation of the diversity of science. The rational impression account is, in a way, less strict: it does not require a representation of diversity. However, for inferences from convergence to be sound, people do need to have a representation of science as an institution of independent thinkers.

The studies presented in this thesis face several limitations which are detailed in the individual chapters. Here, I will point out some more general, theoretical limitations of the rational impression account.

The rational impression account fits with a sociological literature investigating how “individual cognition and practice establish and maintain institutional fields and status hierarchies, especially in the face of imperfect knowledge” ([**gauchatCulturalCognitiveMappingScientific2018?**](#X0e47c0694117ec59a2fbb3044ab48a824fedc7d)). It proposes a possible micro-level model of trust in science and should be seen as complementing, not competing with, macro-level processes that shape public trust in science. Sociological macro-level accounts have made the case that trust in science is entangled with broader cultural and political dynamics. These accounts, like the individual-level accounts reviewed above, tend to focus on explaining distrust in science. For example, ([**gauchatCulturalAuthorityScience2011?**](#ref-gauchatCulturalAuthorityScience2011)) describes the ‘alienation model’, according to which the “public disassociation with science is a symptom of a general disenchantment with late modernity, mainly, the limitations associated with codified expertise, rational bureaucracy, and institutional authority” ([**gauchatCulturalAuthorityScience2011?**](#ref-gauchatCulturalAuthorityScience2011)). This explanation builds on the work of social theorists ([**habermasJurgenHabermasSociety1989?**](#ref-habermasJurgenHabermasSociety1989); [**beckRiskSocietyNew1992?**](#ref-beckRiskSocietyNew1992); [**giddensModernitySelfidentitySelf1991?**](#ref-giddensModernitySelfidentitySelf1991); see [**gauchatCulturalAuthorityScience2011?**](#ref-gauchatCulturalAuthorityScience2011) for an overview) who suggested that a modern, complex world increasingly requires expertise, and thus shapes institutions of knowledge elites. People who are not part of these institutions experience a lack of agency, resulting in a feeling of alienation. Similarly, Gauchat ([2023](#ref-gauchatLegitimacyScience2023)) argues that politicization of science in the US needs to be seen in its broader cultural context. Precisely, according to Gauchat, science has enabled the authority of the modern regulatory state. Consequently, conservative distrust of science reflects deeper structural tensions with the institutions and rational–legal authority of modern governance. At the micro-level, this is consistent with research showing that right-wing authoritarian ideology is associated with distrust towards science and scientists ([Kerr & Wilson, 2021](#X7271f27864d8c7d232535c8cd1909148705d1ad)).

Another limitation of the rational impression account is that it assumes people have a representation of science as consensual. However, in practice–with perhaps some exceptions, such as during the Covid-19 pandemic–most people do not literally compare the opinions of different scientists for themselves and come to the conclusion that something is largely consensual. Where, then, could the representation of consensus possibly emerge? A plausible explanation, I believe, is that education fosters a representation of consensus: During education, in particular during early education, knowledge is typically presented as simply the result of science–a seemingly unanimous enterprise that produces knowledge. School books hardly teach about historical science controversies, suggest uncertainty around scientific findings, or cover cutting-edge research where disagreements are the norm. This could induce a default consensus assumption in people’s perceptions of science. However, this argument is of course only speculative.

The rational impression account is also limited in its implications. First, I do not believe that flooding people with impressive consensual science knowledge is the key to overcoming all distrust in science. In the context of trust in political institutions, research has shown that trust and distrust are not necessarily symmetrical: what causes the former might not help alleviate the latter ([Bertsou, 2019](#X49e63c10219a17dbe4e11e193fe126a35d78953)). I believe this is at least to some degree true for science, too. Especially in a context of the global north, where essentially everyone has been exposed to science through a basic science education, trust in science via the mechanisms of the rational impression account is likely to be the default state. This is in line with our findings on quasi-universal trust in basic science in the US (**?@sec-universal**). Consensus messaging has been shown to help convince people to trust science on particular issues, such as climate change or vaccines, but it is less clear whether consensus messaging could also enhance perceptions of trustworthiness. It might be the case that the people convinced by consensus messages might have already generally trusted science, but have not held strong opinions on the specific matter, as has been argued to be the case for a large segment of the public on most matters ([Bourdieu, 1979](#ref-bourdieuPublicOpinionDoes1979); [Zaller, 1992](#ref-zallerNatureOriginsMass1992)). For people who do not only lack trust, but who actively distrust, motivated reasoning accounts are likely better suited as a theoretical framework. Addressing relevant underlying motivations directly might be more fruitful to mitigate distrust in science than exposing people to consensual science more generally.

Second, and related, just because I propose an account by which trust in science can be rational, this does not mean that, conversely, all distrust in science is irrational. Some groups of people do in fact have good reasons not to trust science. For example, some science has historically contributed to fostering racism (see e.g. [Fuentes, 2023](#ref-fuentesSystemicRacismScience2023); [Nobles et al., 2022](#ref-noblesScienceMustOvercome2022)), via instances such as the tragically famous Tuskegee syphilis study ([Brandt, 1978](#ref-brandtRacismResearchCase1978); [Scharff et al., 2010](#ref-scharffMoreTuskegeeUnderstanding2010)).

Third, I do not think that science communication should stress consensus at all costs. In the rational impression account, consensus plays a central role for generating trust. However, this should not incentivize science communicators to neglect transparency about uncertainty. Acknowledging uncertainty in science communication has been argued to be crucial for fostering long term trust in science ([Druckman, 2015](#X6bca7e1eef2eda0675198a60d0275e3d6048985)). For example, in the context of Covid-19 vaccines, Petersen et al. ([2021](#X5fca18bbce45052f147313c0f16b550f0a4adbb)) have shown that communicating uncertainty is crucial for building long term trust in health authorities.

Fourth, science communication should not aim for impressiveness at all costs either. Research has shown that intellectual humility can increase trust in scientists ([Koetke et al., 2024](#ref-koetkeEffectSeeingScientists2024)). Trying to oversell scientific results might therefore backfire. People appear to value transparency via open data practices in science ([Song et al., 2022](#ref-songTrustingShouldersOpen2022)), and trust science that replicates more ([Hendriks et al., 2020](#ref-hendriksReplicationCrisisTrust2020)). I would therefore expect that simply doing better, more transparent science and being humble about it is likely to be the most effective strategy to impress the public and elicit perceptions of trustworthiness.

Fifth, educators should not stop aiming at fostering a proper understanding of science. Most students might not understand all of the content, or recall much specific knowledge later on. However, for some students at least, some of that knowledge will be remembered, and will prove important in their lives. Second, to be impressive, a piece of information does not need to be confusingly complex. In fact, a proper understanding of research findings and their methods might even help in appreciating their complexity–even if, once again, that understanding is forgotten later.

Despite these caveats, I believe that the rational impressions account offers optimism for studies of science-society interfaces, and the field of science communication in particular: Exposure to science, especially one that leaves an impression, might be the foundation of public trust in science. Low scientific literacy levels should not discourage education and communication efforts, as they are not necessarily a good indicator of the value added in terms of fostering trust in science.

Taking a broader perspective, our account fits into a picture of humans as not gullible ([Mercier, 2017](#ref-mercierHowGullibleAre2017), [2020](#ref-mercierNotBornYesterday2020)). The “failure” of the deficit model, i.e. the fact that science knowledge appears to not be strongly associated with trust in science, might suggest that public trust in science is, to a large extent, irrational. The notion that trust in science is irrational or easily granted may amplify concerns about the impact of misinformation: if trust lacks a solid, rational foundation, then we would expect misinformation to easily lead people astray. There is much work to be done still to understand how misinformation impacts people’s beliefs, and in particular elite-driven misinformation and more subtle forms of misinformation, such as one-sided reporting. But in **?@sec-meta**, we show that people are generally able to distinguish between true and false news and, if anything, tend to be generally skeptical of news. As a consequence, for a better informed public, fighting for (true) information seems at least as relevant as fighting against misinformation. Misinformation researchers increasingly acknowledge this: A recent report on science misinformation by the National Science Foundation ([National Academies of Sciences, 2024](#X0333fa0217f4e6b211b693cae3be5570d8405be)) dedicates considerable space on developing strategies to produce better information, for example by promoting high-quality science, health, and medical journalism.

The rational impression account stresses the role of fighting for information, when it comes to fostering trust in science. Well-placed trust in science does not require profound understanding or recall of specific knowledge; but it does require exposure to good science.
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