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# Measures of central tendency and location

1. Mean, Median, and Mode (describe central tendency)

* arithmetic mean:
* median: odd n vs even n
* mode: most regular observation \*\*
  + one mode: unimodal distribution
  + two modes: bimodal distribution
  + two modes: multimodal distribution

1. Example

#exp 2.1 (p65)  
demand <- c(60,84,65,67,75,72,80,85,63,82,70,75)  
mean(demand)

## [1] 73.16667

median(demand)

## [1] 73.5

df <- as.data.frame(table(demand))  
colnames(df) <- c("value","freq")  
df <- df[order(-df[, "freq"]), ]  
df #mode is 75

## value freq  
## 7 75 2  
## 1 60 1  
## 2 63 1  
## 3 65 1  
## 4 67 1  
## 5 70 1  
## 6 72 1  
## 8 80 1  
## 9 82 1  
## 10 84 1  
## 11 85 1

#exp 2.2 (p65)  
eps <- c(0.05,0.05,0.081,0.136,0.232,0.207,0.12,0.142)  
mean(eps)

## [1] 0.12725

median(eps)

## [1] 0.128

df <- as.data.frame(table(eps))  
colnames(df) <- c("value","freq")  
df <- df[order(-df[, "freq"]), ]  
df

## value freq  
## 1 0.05 2  
## 2 0.081 1  
## 3 0.12 1  
## 4 0.136 1  
## 5 0.142 1  
## 6 0.207 1  
## 7 0.232 1

1. Geometric mean
2. Percentiles and Quartiles

* five-number summary: minimum < Q1 < Median < Q3 < maximum
* **box-and-whisker plot** is used to describe five-number summary

#exp 2.5  
demand <- c(60,84,65,67,75,72,80,85,63,82,70,75)  
demand <- sort(demand)  
demand

## [1] 60 63 65 67 70 72 75 75 80 82 84 85

fivenum(demand)

## [1] 60.0 66.0 73.5 81.0 85.0

#exp 2.6  
shopping <- c(18,46,45,20,33,33,21,31,23,34,42,38,31,38,21,37,37,30,42,34,34,18,30,48,51,52,19,37,30,25,42,41,34,50,52,50,19,21,34,25,18,25,25,43,59,37,23,23,40,31,45,51,45,60,30,40,37,21,34,34,42,43,60,40,37,20,40,18,21,52,18,68,28,57,63,57,63,31,67,25,69,34,69,57,69,57,70,18,70,70,71,73,73,71,70,69,68,64,59,18,47,52,55,25)  
shopping <- sort(shopping)  
shopping

## [1] 18 18 18 18 18 18 18 19 19 20 20 21 21 21 21 21 23 23 23 25 25 25 25 25 25  
## [26] 28 30 30 30 30 31 31 31 31 33 33 34 34 34 34 34 34 34 34 37 37 37 37 37 37  
## [51] 38 38 40 40 40 40 41 42 42 42 42 43 43 45 45 45 46 47 48 50 50 51 51 52 52  
## [76] 52 52 55 57 57 57 57 59 59 60 60 63 63 64 67 68 68 69 69 69 69 70 70 70 70  
## [101] 71 71 73 73

q1\_position <- 0.25\*(length(shopping)+1)  
q1 <- 28 + 0.25\*(30-28)  
q1

## [1] 28.5

fivenum(shopping)

## [1] 18 29 39 56 73

# Shape of distribution

1. **skewness**

* Skewness is positive: skewed-right (mean > median)
* skewness is negative: skewed-left (mean < median)

1. R

* Base R does not have the function to calculate skewness
* Package **“moment”** with the command **skewness()**

# Measures of variability

1. **Range** = max - min
2. **IQR** and **box-and-whisker plot**

* Interquartile range (IQR) = Q3 - Q1 (remove the lowest 25% of the data and the highest 25% of the data)
* Box-and-Whisker Plot

1. **variance** and **standard deviation**

#exp 2.8, p74  
sales <- data.frame(Location\_1 = c(6,8,10,12,14,9,11,7,13,11),  
 Location\_2 = c(1,19,2,18,11,10,3,17,4,17),  
 Location\_3 = c(2,3,25,20,22,19,25,20,22,26),  
 Location\_4 = c(22,20,10,13,12,10,11,9,10,8))  
sales

## Location\_1 Location\_2 Location\_3 Location\_4  
## 1 6 1 2 22  
## 2 8 19 3 20  
## 3 10 2 25 10  
## 4 12 18 20 13  
## 5 14 11 22 12  
## 6 9 10 19 10  
## 7 11 3 25 11  
## 8 7 17 20 9  
## 9 13 4 22 10  
## 10 11 17 26 8

summary(sales)

## Location\_1 Location\_2 Location\_3 Location\_4   
## Min. : 6.00 Min. : 1.00 Min. : 2.00 Min. : 8.00   
## 1st Qu.: 8.25 1st Qu.: 3.25 1st Qu.:19.25 1st Qu.:10.00   
## Median :10.50 Median :10.50 Median :21.00 Median :10.50   
## Mean :10.10 Mean :10.20 Mean :18.40 Mean :12.50   
## 3rd Qu.:11.75 3rd Qu.:17.00 3rd Qu.:24.25 3rd Qu.:12.75   
## Max. :14.00 Max. :19.00 Max. :26.00 Max. :22.00

sapply(sales,IQR)

## Location\_1 Location\_2 Location\_3 Location\_4   
## 3.50 13.75 5.00 2.75

boxplot(sales$Location\_1, sales$Location\_2, sales$Location\_3, sales$Location\_4,  
 main = "Sales by location",  
 ylab = "Sales",  
 at = c(1,2,3,4),  
 names = c("Location 1","Location 2","Location 3","Location 4"),  
 col = "orange",  
 border = "orange")

![](data:image/png;base64,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)

#exp 2.9, p76  
sales <- c(6,8,10,12,14,9,11,7,13,11)  
mean(sales)

## [1] 10.1

mean <- rep(mean(sales), 10)  
df <- as.data.frame(cbind(sales,mean))  
df

## sales mean  
## 1 6 10.1  
## 2 8 10.1  
## 3 10 10.1  
## 4 12 10.1  
## 5 14 10.1  
## 6 9 10.1  
## 7 11 10.1  
## 8 7 10.1  
## 9 13 10.1  
## 10 11 10.1

df$s\_diff\_m <- df$sales - df$mean  
df$s\_diff\_m\_sq <- df$s\_diff\_m^2  
var <- sum(df$s\_diff\_m\_sq)/(length(sales)-1)  
var

## [1] 6.766667

sd <- var^0.5  
sd

## [1] 2.601282

var(sales)

## [1] 6.766667

sd(sales)

## [1] 2.601282

1. Coefficient of Variation

* to adjust standard deviation as percentage of mean (unadjusted sd is biased when we try to compare 2 datasets of means of large difference)

df <- data.frame(a=c(88, 85, 82, 97, 67, 77, 74, 86, 81, 95),  
 b=c(77, 88, 85, 76, 81, 82, 88, 91, 92, 99),  
 c=c(67, 68, 68, 74, 74, 76, 76, 77, 78, 84))  
df

## a b c  
## 1 88 77 67  
## 2 85 88 68  
## 3 82 85 68  
## 4 97 76 74  
## 5 67 81 74  
## 6 77 82 76  
## 7 74 88 76  
## 8 86 91 77  
## 9 81 92 78  
## 10 95 99 84

CV <- sapply(df, function(x) sd(x)/mean(x)\*100)  
CV

## a b c   
## 11.012892 8.330843 7.154009

1. Chebyshev’s theorem and the empirical rule

* Chebyshev’s theorem: For any population with unknown distribution, with mean and sd, k > 1 is the number of sd, the percentage of observations that lie within the interval **[mean +/- sd\*k]** is **100[1 - 1/k^2]%**
* Empirical rule: For large population with bell-shaped distribution:
  + approximately 68% of the obs are in the interval [mean +/- 1sd]
  + approximately 95% of the obs are in the interval [mean +/- 2sd]
  + almost all of the obs are in the interval [mean +/- 3sd]

#exp 2.13  
mean <- 1200  
sd <- 50  
#If shape of distribution is unknown: apply Chebyshev theorem  
interval1\_min <- mean - 1.5\*sd  
interval1\_min

## [1] 1125

interval1\_max <- mean + 1.5\*sd  
interval1\_max

## [1] 1275

interval2\_min <- mean - 2\*sd  
interval2\_min

## [1] 1100

interval2\_max <- mean + 2\*sd  
interval2\_max

## [1] 1300

interval3\_min <- mean - 3\*sd  
interval3\_min

## [1] 1050

interval3\_max <- mean + 3\*sd  
interval3\_max

## [1] 1350

k1\_5 <- 100\*(1-1/(1.5^2))  
k1\_5

## [1] 55.55556

k2 <- 100\*(1-1/(2^2))  
k2

## [1] 75

k3 <- 100\*(1-1/3^2)  
k3

## [1] 88.88889

#If shape of distribution is known as bell-shape: apply empirical rule

1. z-score

* percentile & quartiles: location of a value **relative to the entire dataset**
* z-Score: location of a value **relative to the mean of distribution**
  + number of sd that a value is from the mean
  + 0: value > mean
  + =0: value = mean
  + <0: value < mean
  + **z-score = (value of x - mean)/sd**

#exp 2.14  
mean <- 1200  
sd <- 50  
z\_1120 <- (1120-1200)/50  
z\_1120

## [1] -1.6

# Weighted mean and measure of grouped data

* Approximate mean and variance for grouped data is used when we don’t know the exact value (e.g. a person is asked to choose his age range between 20 - 29 rather than giving an exact value)

# Measures of relationships between variables

* **scatterplot** is used as a graphical way of describing relationship
* **covariance** and **correlation** are used as numerical ways

post <- c(16,31,27,23,15,17,17,18,14)  
interaction <- c(165,314,280,195,137,286,199,128,462)  
df <- as.data.frame(cbind(post,interaction))  
df$mean\_post <- mean(df$post)  
df$mean\_int <- mean(df$interaction)  
df$mean\_post\_diff <- df$post - df$mean\_post  
df$mean\_int\_diff <- df$interaction - df$mean\_int  
df$mean\_diff\_prod <- df$mean\_post\_diff\*df$mean\_int\_diff  
cov\_manual <- sum(df$mean\_diff\_prod)/(nrow(df)-1)  
cov\_manual

## [1] 81.54167

cov\_r <- cov(post,interaction)  
cov\_r

## [1] 81.54167

df$mean\_post\_diff\_sq <- df$mean\_post\_diff^2  
df$mean\_int\_diff\_sq <- df$mean\_int\_diff^2  
var\_post <- sum(df$mean\_post\_diff\_sq)/(nrow(df)-1)  
var\_int <- sum(df$mean\_int\_diff\_sq)/(nrow(df)-1)  
cor\_manual <- cov\_manual/(var\_post^0.5 \* var\_int^0.5)  
cor\_manual

## [1] 0.1298312

cor\_r <- cor(post,interaction, method = "pearson")  
cor\_r

## [1] 0.1298312