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# **INTRODUCTION**

## **Background of the Study**

Visual impairment affects a significant portion of the global population, with varying degrees of severity that impact daily life, mobility, and social integration. According to the World Health Organization (WHO), approximately 2.2 billion people worldwide experience near or distance vision impairment, of which at least 1 billion cases could have been prevented or remain unaddressed (W.H.O., 2023). Among these, 43.3 million individuals are fully blind (visual acuity worse than 3/60 in the better eye), while 295 million suffer from moderate to severe visual impairment (visual acuity between 3/60 and 6/18) (Lijuan Que, 2025). Common types include refractive errors such as near-sightedness (myopia) and far-sightedness (hyperopia), which account for a large share of impairments, alongside conditions like cataracts, glaucoma, and age-related macular degeneration (AMD), with AMD alone affecting 8.06 million people globally in 2021 (Yon, 2025). In the Philippines, an estimated 2.17 million people live with visual impairment, including approximately 592,000 who are fully blind and over 2.1 million with low vision or moderate impairments (Cubillan, 2025). Refractive errors and cataracts are predominant, with blindness rates at about 0.89% and moderate to severe visual impairment (MSVI) at 4.71% (Norton, 2024). In Iloilo, part of Western Visayas, regional surveys indicate a blindness prevalence of around 2.6-3.0% in adults aged 50 and older, primarily due to avoidable causes like cataracts, aligning with national trends but with limited city-specific data (Cristina Eusebio, 2007).

Visual sensory substitution devices (SSDs) convert visual information into alternative sensory modalities, such as auditory or haptic feedback, to assist the visually impaired in perceiving their environment (Otilia Zvorișteanu, 2021). These devices could significantly enhance independence by enabling obstacle detection, navigation, and object recognition, particularly for the fully blind who rely on traditional aids like white canes or guide dogs. However, SSDs are not widely adopted globally due to challenges such as cognitive overload from processing substituted sensory data, extensive training requirements for intuitiveness, ergonomic discomfort in wearables, and processing constraints of non-visual senses like hearing or touch, which have lower bandwidth than vision (Hoffmann, Spagnol, Kristjánsson, & Unnthorsson, 2018). Our study attempts to address these through three major solutions: creating virtual worlds for tracking physical and digital environments, emulating human visual processing techniques to reduce overload, and implementing a modular IoT-connected system for customization. The final objective is to advance SSDs and test their potential for societal-wide implementation, overcoming barriers to real-world use.

## **Rationale**

Existing sensory substitution devices, particularly visual SSDs, face significant knowledge gaps and issues that limit their practical application. Key challenges include limited generalizability beyond controlled lab settings, where devices perform well but fail in dynamic real-world environments due to variability in lighting, noise, or user movement (Farina, 2013). User comfort, ergonomics, and aesthetics are also problematic, as many SSDs are bulky, interfere with mobility, or lack appeal, leading to low adoption (Paul Bach-y-Rita, 2003) (Jamie Ward, 2010). Cognitive overload arises from overwhelming the user's finite attentional capacity with constant sensory input, potentially reducing situational awareness ( (Macpherson, 2018). Training demands are high, requiring weeks or months for proficiency, which deters users (Maidenbaum, 2015). Finally, sensory processing constraints mean auditory or haptic channels cannot fully match vision's detail and speed (Paul Bach-y-Rita, 2003).

Solving these issues would greatly improve the lives of visually impaired individuals, especially the fully blind, by enabling seamless navigation in physical worlds (e.g., avoiding obstacles, detecting changes) and digital worlds (e.g., accessing social media, maps). In the Philippines, where over 2 million face visual impairment and infrastructure support is inconsistent, this could foster independence and societal integration (Jr., 2024).

Our solutions differentiate from existing research: First, virtual worlds track physical (via point clouds) and digital (via IoT APIs) environments, allowing holistic navigation unlike device-specific approaches (e.g., AuralVision's depth-to-sound conversion) (AuralVision, n.d.). Second, we emulate human visual techniques—logarithmic scaling for change detection, focus prioritization (proportional to depth, inversely to peripheral changes), and equal-loudness contour adjustments—to minimize overload, contrasting with non-adaptive systems like Eyesynth’s NIIRA (Eyesynth NIRRA, 2021). Third, modularity via a Raspberry Pi OS with apps for gestures, voice commands, and IoT integration customizes for impairments, extending beyond fixed-function devices like the Unfolding Space Glove (Jakob Kilian, 2022). Using a hat form factor temporarily addresses bulkiness until miniaturization

## **Objectives of the Study**

### **General Objectives**

To build a visual sensory substitution device through stereo photography into point cloud projection and into a spectrogram representation and finally audio.

### **Specific Objectives**

* To develop a program that successfully creates a point cloud projection from two horizontally spaced cameras
* To develop a virtual physical world the point cloud projection and world maps can match into
* To develop a program that takes in the environmental data and emulates human like sense processing to generate necessary audio cues to represent the environment with minimal sensory overload
* To develop the system that can support multiple plugins that can insert themselves anywhere in the previous objectives processes
* To apply a one such plugins to recognize voice commands and translate them into system commands or instructions
* To apply another plugin that can recognize hand gestures to allow more quieter system commands or instructions
* To develop a server that can take in client data or commands, execute them, and then respond the results
* To develop server APIs that can interact with other websites or execute local LLMs

## **Significance of the Study**

Visually impaired individuals, especially the blind, face profound challenges in navigating physical and digital worlds. In the physical realm, they encounter obstacles like uneven terrain, traffic, or indoor hazards, often relying on limited aids that provide incomplete feedback. Digitally, barriers include inaccessible apps, websites, and devices, hindering communication and information access. In the Philippines, with 2.17 million affected and inconsistent infrastructure (e.g., limited braille signage in public spaces), social isolation and dependency are exacerbated (Cubillan, 2025).

Existing solutions include mobility aids like white canes, guide dogs, and electronic travel aids (e.g., ultrasonic canes), and digital tools such as screen readers (e.g., JAWS), voice assistants (e.g., Siri), and WCAG-compliant apps. However, gaps persist: Public implementation is uneven, with many environments lacking blind support; our device translates visual information (e.g., signs, objects) to audio, reducing dependency on external accommodations. Cost is a barrier, as high-end aids exceed PHP 50,000; our Raspberry Pi-based hat aims to be cheaper than smartphones (under PHP 10,000), serving as a "blind person's phone." Inconsistent WCAG/ADA implementations limit access; our modular apps use automation/APIs (e.g., for Messenger, Google Maps) to interact with non-compliant sources, enhancing independence.

**Conceptual Framework**

The conceptual framework outlines the device's input-process-output model, incorporating variables aligned with human sensory processing. Inputs include stereo images from two OV5640 USB cameras (5MP, 160° FOV, 10cm apart, 30fps), yielding depth (disparity map) and color data via stereo computations. User orientation from the IMU (accelerometer + gyroscope) corrects for head movements. The point cloud output is scaled and mapped to a virtual digital environment using error correction from prior frames or IMU data.

Necessary information is processed: Voice data (e.g., commands, messages) is directly output to speakers; depth information becomes a spectrogram (frequency for Y-axis, binaural audio for X-axis, volume for Z-axis/depth). The focus point is centered in the user's forward view, with focus radius inversely proportional to focus change speed (biased on X-axis for horizontal priority; shape as a tall oval to emphasize vertical threats like steps or overhead objects). Variables emulate human theories: Logarithmic scaling filters constant movements over time; focus scoping prioritizes central depth over peripherals, reducing data volume. Outputs are audio/haptic cues via earphones, enabling navigation in physical (obstacle avoidance) and digital (app interactions) worlds.

|  |
| --- |
| A close-up of a device  AI-generated content may be incorrect. |

*Figure 1: IPO Model of the Controlled System*

**Theoretical Framework**

This research is grounded in theories of human cognitive senses, such as logarithmic scaling (Weber-Fechner law), where sensory perception is relative to stimulus change, allowing automatic filtering of static elements to prevent overload (Fechner, 1960). Focus scoping draws from attentional theories, prioritizing foveal (central) over peripheral vision to manage information (Orienting of Attention, 1980). We theorize that emulating these processes in SSDs can resolve sensory overload and fatigue by delivering intuitive, context-aware feedback, unlike raw data in traditional devices.

Additionally, modularity is based on user-centered design theory, positing that customizable systems better accommodate diverse impairments and preferences (Norman, 2013). By integrating IoT for generalized situations (e.g., API-driven apps), the framework hypothesizes improved adoption, solving lab-to-real-world gaps through adaptive, brain-like processing.

|  |
| --- |
|  |

*Figure 2: IOT System Architecture of the whole system*

|  |
| --- |
|  |

*Figure 3: Basic Architecture of an Embedded System (whole System)*

|  |
| --- |
|  |

*Figure 4: Flowchart of the AI in the System*

|  |
| --- |
|  |

*Figure 5: Process flow of the whole System*

## **Scope and Delimitations**

Our device should work indoors and outdoors to avoid inconvenience, but to prevent scope creep, we focus primarily on sensory substitution via virtual worlds for visual-to-audio translation, ensuring interpretability. Secondarily, we emphasize modularity for user-specific processes and tracking physical/digital environments. Delimitations include potential power and weight issues as a wearable prototype, excluding non-essential features like advanced AI beyond basic recognition.

# **Related Studies**

Several studies inform our work:

* **AuralVision** (AuralVision, n.d.): Converts depth via ToF lasers to stereo sound; provides depth encoding insights but lacks modularity.
* **Eyesynth’s NIIRA** (Eyesynth NIRRA, 2021): Uses RealSense D415 for spatial audio; highlights semantic integration, aiding our point cloud approach.
* **Unfolding Space Glove** (Jakob Kilian, 2022): Haptic feedback for hand-object distance; informs ergonomics but is hand-specific.
* **Virtual Whiskers** (Junchi Feng, 2024): AI-driven vibration for paths; supports obstacle density mapping in our virtual world.
* **Depth Sonification** (Louis Commère, 2023): LiDAR-to-repetition rate; guides our spectrogram design for depth.
* **SoundSight App** (Giles Hamilton-Fletcher, 2021): Mobile color/depth to audio; inspires multi-feature translation.
* **Smart Hat** (Memoona Sami, 2024): Object detection to voice; aids IoT integration.
* **Clearway Companion** (Akshay Vijay Panchal, 2024): Haptic/audio with motion; informs user feedback.
* **Multi-faceted SSD** (Ligao Ruan, 2025): Audio-based curb detection; enhances real-time alerts in our system.
* **Multi-path Navigation** (Zaidao Han, 2025): Low-vision mobility; supports virtual pathfinding.
* **BrainPort Vision Pro** (Yiming Zhao, 2025): Functional evaluation; guides our testing protocols.
* **Smart Vision Glasses** (Devi Udayakumar, 2025): AI-powered glasses; informs gesture/voice interfaces.

These provide foundations for depth processing, modularity, and user testing, filling gaps in our emulation and IoT focus.

# **Review Literature**

Reviewed studies emphasize processes, outcomes, and materials relevant to ours. AuralVision uses ToF lasers for depth-to-stereo sound via bone conduction, achieving lab-based navigation but limited by sensor range (AuralVision, n.d.). Eyesynth’s NIIRA integrates RealSense cameras for semantic audio, outperforming in object recognition but causing overload without human emulation (Eyesynth NIRRA, 2021). Unfolding Space Glove employs haptic motors for distance feedback, effective for grasping but non-wearable for head-based navigation (Jakob Kilian, 2022). Virtual Whiskers uses cameras/AI for vibration belts, reducing collisions by 30% in tests but lacking digital integration (Junchi Feng, 2024). Depth Sonification recommends repetition rates for depth, improving intuitiveness over raw tones (Louis Commère, 2023). SoundSight translates LiDAR/thermal to timbre/volume, enabling color/depth perception on mobiles but app-limited (Giles Hamilton-Fletcher, 2021). Smart Hat detects objects via camera for voice output, cost-effective but non-modular (Memoona Sami, 2024). Clearway uses PIR sensors for haptic alerts, user-friendly but sensor-constrained (Akshay Vijay Panchal, 2024). Newer studies like multi-faceted SSDs show 85% accuracy in curb detection, aligning with our audio focus (Ligao Ruan, 2025). Our work builds on these by adding brain emulation and IoT for superior overload reduction and versatility

# **METHODS AND MATERIALS**

## **Methods**

### **Research Design/Methods**

The main process translates visual/environmental data to audio/haptic via stereo projection to point clouds, spectrograms, and binaural output. Secondary processes network users via IoT for sensor/actuator/API interactions (e.g., maps, weather). Qualitative research tests comfort, overload, and modularity through user experiments: Physical proficiency (obstacle navigation, movement detection, ball catching); Digital proficiency (communication, browsing). Timeline: Concept (Aug 2025), Prototype (Sep 2025), Testing (Oct 2025), Paper/Defense (Nov 2025). Ethical considerations: Informed consent, privacy via API security, inclusivity in design.

## **Materials**

### **Materials and Processes**

Inputs Visual via cameras, audio/commands via microphone. Processes Convert to 3D environment/point clouds, emulate human shortcuts (logarithmic changes, focus prioritization), apply equal-loudness contours, Fourier transform to audio. Outputs Selected audio slices. Data flow is from Stereo images → Depth map (Q matrix) → Point cloud (X,Y,Z) → Scaled virtual map → Prioritized info → Spectrogram/audio.

### **Hardware Material Specification**

The main controller is the Raspberry Pi 5; it is powered by a PiSugar 2 which is a UPS Power supply. It inputs image data from two OV5640 USB Camera of 5MP and 160 degrees of FOV, audio data from microphone in the earphones, orientation data from IMU, and internet access and GPS data from the SIM808 module. It then outputs everything to the speakers in the earphones with binaural audio, better to be replaced with bone-conducting features.

### **Software Specifications**

To format the SD card, a bash script is executed through Ubuntu a Debian-based linux operating system to install Raspberry PI into the SD card, the main program for the device uses C++ has the main program running OpenCV to process the images and virtual worlds. In the server the device is connected to, it runs DenoJS and Puppeteer to keep track of IoT data and run automation scripts connecting to other services like Meta, or Ollama of AI

### **Library and Board Managers**
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