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Code to read in packages used.

library(MASS)  
library(klaR)  
library(tufte)  
library(tidyverse)  
library(caret)  
library(rsample)  
library(ISLR2)  
library(knitr)  
library(AppliedPredictiveModeling)  
library(kableExtra)  
# invalidate cache when the tufte version changes  
options(htmltools.dir.version = FALSE)

# Introduction

In this chapter, we will go into details about training statistical learning models. In the process, we will learn about different methods for splitting the data and resampling techniques, process of tuning hyperparameters, tradeoff between bias and variance, and various criteria for evaluating model performance.

The process of building a statistical model (or multiple models) roughly has the following steps.

1. Split the data into a *training set* and a *test set*.
2. *Tune hyperparameters* (of all the models under consideration) using the training set:
   1. Split the training set further into two sets: one for fitting the model (a *new training set*), and the other for evaluating model performance (known as *validation set* or *holdout set*).
   2. For each candidate value of hyperparameter(s), fit the model using the new training set, and evaluate the fitted model using the validation set using a metric of our choice.
   3. Typically, we repeat stpes a. and b. few times so that we get repeated measurements of model performance for each value of hyperparameters. Using a single validation set often provides highly variable estimate of model performance. The final model performance is taken to be the average of these multiple measurements.
   4. Choose the best value of hyperparameters by optimizing the model perfromance measure obtained in step ‘c’. We would maximize or minimize the model performance criterion depending on the situation. For example, we would minimize criterion like “prediction error”, but maximize “classification accuracy”.
3. Using the best value of hyperparameters, fit the model(s) on the entire training set and estimate the model parameters. This is (are) the *final model(s)* chosen in using the training set.
4. Use the test set to estimate the model performance of the final model(s) from step 3.
5. Again, we may want to repeat steps 1. – 4. a few times to get a reliable estimate of model performance of the final models. For example, we can use cross-validation here to incorporate the uncertainty due to hyperparameter tuning as well.

Notes:

* Most model evaluation criteria focus on prediction. The steps described are geared towards building of predictive models. The fitted model may not be easily interpreted or lend itself to inference.
* There are two points in the algorithm above that we may want to perform repeatedly: these are the inner and outer loops.
* Depending on the situation (sample size, computational cost), we can use any of the resampling and data splitting methods in each of the loops.

# Non-parametric Model: -Nearest Neighbors Regression

One of the simplest nonparametric regression methods is the -Nearest Neighbors (KNN) regression. We will develop our ideas further based on this regression technique. However, these ideas will be applicable in other cases as well.

Assume that we have a regression task and are using our usual, generic, model:

where is an unknown function, and are zero mean random errors with , and independent of . Suppose we have training data . Then, for any given value , KNN regression estimates as follows:

* Identify the observations in the training data such the their values are “nearest” to .
* Estimate by the average values of the points obtained in the previous step.

Formally, suppose denotes the indices of the points whose values are nearest to . Then we have

Note that the predictor can be a scalar as well as a vector, as long as there is a measure of “nearness” available.

## Distance metric

We determine points nearest to by computing a distance metric between and the values of the training data, and taking the points with smallest distance measures.

The most common distance metric is the Euclidean distance: for two vectors and , the Euclidean distance is

This is also known as the -norm of , that is, .

Another popular distance metric is the -norm, , that is,

|  |
| --- |
| L2-norm vs. L1-norm. Given two points (black dots, one located at (0,0) and one located at (1,1)), the L2-norm measures the distance of the straight line between these points. In contrast, L1-norm measures the distance of the path that can only go parallel to the x- and y-axes. Here that is a line going from (0,0) to (1,0) and another line going from (1,0) to (1,1).  L2-norm vs. L1-norm. Given two points (black dots), the L2-norm measures the distance of the straight line between these points (dashed line). In contrast, L1-norm measures the distance of the path that can only go parallel to the x- and y-axes (dotted line). |

The -norm is used when we suspect the data might have outliers or one coordinate may have large values compared to others. This is also useful for binary predictors. The distance is also known as “taxicab” and “Manhattan” distance. The geometry of these distance metrics are shown (simplified) in Figure .

There are other types of distance metrics in literature such as Minkowski, Mahalanobis, Hamming, Cosine distances and so on.

## The hyperparameter

The value of (the number of neighbors) must be chosen using the data. Most often, we do a resampling technique to do so. We’ll discuss this more shortly. For now, let’s look at fitting this model in R.

### Boston Dataset

Let us consider the Boston dataset in the ISLR2 package. The data set contains housing values of suburbs of Boston.

* Goal: Predict the median value of owner occupied homes (in $1000’s, the medv variable) using the lower status of the population (percent, lstat variable).
* A plot of the data is shown in Figure .

|  |
| --- |
| The image is a scatter plot with data points distributed across a two-dimensional grid. The x-axis is labeled 'Lower status of the population (percent),' ranging from 0 to 40, while the y-axis is labeled 'Median value of owner-occupied homes,' ranging from 0 to 50. The plot illustrates a negative correlation between the two variables, with data points densely concentrated at higher median home values with lower population status percentages, and values decreasing as population status percentage increases. The data points are black dots scattered across the plot.  Plot of median housing value vs. percent of population with lower status from Boston data. |

* A snapshot of the R tibble is shown below with only the two variables of interest.

| medv | lstat |
| --- | --- |
| 24.0 | 4.98 |
| 21.6 | 9.14 |
| 34.7 | 4.03 |
| 33.4 | 2.94 |
| 36.2 | 5.33 |

Let us see a KNN fit to the data, with . Here we are not training/testing the model yet – we are simply attempting to understand the role of the hyperparameter and its impact on the fitted model. We can use the function kknn() in the kknn library.

* We use formula notation to specify our response and predictor variable relationship
  + y ~ x

library(kknn)  
knn\_fit <- kknn(medv ~ lstat,   
 train = Boston,   
 test = Boston, k = 30) #fit the model

* Now that we’ve *fit*, *trained*, or *estimated* our model (three ways of saying the same thing!), we can find the predictions from the model for our training observations and add that as a column to a tibble.

#create the predicted values as a new column and append them to our data set  
knn\_estimates <- mutate(Boston, knn\_est = fitted(knn\_fit)) |>  
 arrange(knn\_est)  
knn\_estimates |>   
 select(medv, lstat, knn\_est) |>  
 slice(1:5) |>  
 kable()

| medv | lstat | knn\_est |
| --- | --- | --- |
| 6.3 | 29.97 | 11.49992 |
| 16.5 | 29.93 | 11.50949 |
| 7.4 | 31.99 | 11.54255 |
| 8.1 | 29.68 | 11.55495 |
| 5.0 | 30.59 | 11.55656 |

* Let’s plot the fit!

#plot the data along with the predictions found via knn  
knn\_estimates |>  
 ggplot(aes(x = lstat, y = medv)) +  
 geom\_point(size = 0.5) +  
 geom\_line(aes(y = knn\_est), color = "blue", linewidth = 2)

|  |
| --- |
| The image is a scatter plot with data points distributed across a two-dimensional grid. The x-axis is labeled 'Lower status of the population (percent),' ranging from 0 to 40, while the y-axis is labeled 'Median value of owner-occupied homes,' ranging from 0 to 50. The plot illustrates a negative correlation between the two variables, with data points densely concentrated at higher median home values with lower population status percentages, and values decreasing as population status percentage increases. The data points are black dots scattered across the plot. A blue curve is overlayed. This curve flows roughly through the middle of the data points with some variability evident for lstat values between 5 and 10 but otherwise, pretty smooth. |

**Important** How should we choose ? Consider the fits using varying (1, 30, or 300) in Figure .

|  |
| --- |
| The image consists of three side-by-side scatter plots illustrating the relationship between the median value of owner-occupied homes and the lower status of the population, measured as a percentage. Each plot displays data points as gray dots with a colored line indicating a smoothing or regression fit. The x-axis represents the lower status percentage, while the y-axis represents the median home value. The first plot on the left, labeled 'K = 1,' shows a red line that varies wildy with the data, the second plot in the middle, labeled 'K = 30,' features a green line that is somewhat variable but mostly stays through the middle of the data points, and the third plot on the right, labeled 'K = 300,' presents a blue line that is very smooth but does a poor job representing the middle of the data. The plots generally depict a downward trend, where higher lower status percentages correspond to lower median home values.  Estimated functions form Boston data example for different values of K. |

* We note that for small value of , KNN produces extremely rough estimate of . We are almost interpolating the data – this is an example of **overfitting** the data. While the model is most flexible, and the estimated function does capture the shape of the data (perhaps too much so), such a fit is undesirable as the estimate is much too volatile.
* In contrast, for large value – this is of our sample size – the estimate is smooth, but does not capture the shape of the data. Such a model is not flexible, and undesirable as it may produce a **biased** estimate of , and inaccurate predictions.
* For , it seems the model is flexible enough to capture the overall shape of the data, but stable enough to not overfit the data. Thus we need to discuss a criterion that evaluates the quality of model fit, and enables us to choose (hyperparameters in a regression model in general) properly.

## Regression model evaluation criterion

We evaluate regression models based on how well they predict new observations. Suppose we have new predictor value , and want to predict the response corresponding to . The (squared) prediction error is . However, we want the procedure to provide good predictions across all possible values of when , so we might want to choose a model by minimizing expected prediction error for ,

This strategy works if we are only interested in the specific value . In general, we want a procedure which can predict for all possible values of , not just one specific value. Thus the average performance of the procedure can be measured by taking “average” (expected value) of the previous expected prediction error over possible values of , that is,

The equality in the equation follows by law of iterative expectation: for random variables and , .

Unfortunately, the quantity above can not be directly computed without knowing the probability distribution underlying the data generating process, and hence needs to be estimated using a sample. Suppose we have training set , and a test set . Then, based on the test set, we can estimate the quantity above as

where we have replaced the expected value by a sample average, and the average is taken over the test set. This quantity is called the test *Mean Squared Error (MSE)*. Similar quantity can be computed using the training set as well.

* Consider using KNN regression with .
  + The training MSE is zero (or close to zero depending on how KNN handles ties in the values) since for each in the dataset, the nearest point of is itself. However, 1-NN regression might perform very poorly in a test dataset!
  + Typically, minimizing the training MSE would result in choosing the most flexible model, but *having a low training MSE does not ensure that the test MSE will be low* as well.
* Let’s manually compute the training MSE for our KNN model fit previously

mean((knn\_estimates$medv - knn\_estimates$knn\_est)^2)

[1] 25.19358

* If we used instead we get the training MSE value to be estimated at

knn\_fit\_k1 <- kknn(medv ~ lstat,   
 train = Boston,   
 test = Boston, k = 1) #fit the model  
#add the predicted values to the data set  
knn\_estimates\_k1 <- mutate(Boston, knn\_est = fitted(knn\_fit\_k1)) |>  
 arrange(knn\_est)  
#Find the training MSE  
mean((knn\_estimates\_k1$medv - knn\_estimates\_k1$knn\_est)^2)

[1] 7.064901

* Consider the plot below showing training and testing error for simulated data sets and varying values of .
  + Here we know the true form of the function , and thus can simulate data using it.
  + We can generate many data sets for training purposes and many for testing purposes.
  + We can then fit KNN regression model with different values of
  + Figure shows the results for one such experiment.
    - We see that the test MSE is generally higher that the training MSE.
    - Training MSE keeps increasing as increases (the procedure becomes less flexible).
    - However, the test MSE first decreases and then levels off before increasing slightly.
    - In this experiment, the minimum test MSE is produced for , while lowest training MSE is for .

|  |
| --- |
| The image is a line graph with two plotted datasets, one labeled as 'test' in red dots and the other as 'train' in blue triangles. The x-axis is labeled 'K' and ranges from 0 to 100, while the y-axis is labeled 'Mean Squared Error' ranging from 0 to 1.5. The graph shows two distinct lines with the test dataset starting at a higher error and slightly decreasing before leveling off, and the train dataset starting at a lower error and gradually increasing, stabilizing after a certain point. A legend at the top right identifies the red dotted line as 'test' and the blue triangular line as 'train'.  Training and test MSE for simulated data for different values of K. Larger values of K correspond to less flexibility. |

## Bias-Variance decomposition

To understand the shape of the test MSE curve, we further investigate the form of MSE.

* Recall that we started from the expected prediction error for the test data . Let’s try to ‘decompose’ this into terms corresponding to bias and variance.

The first term is a fixed parameter which we can not control. Even if we have a extremely accurate estimation procedure for so that , we would still have the expected prediction error to be . Thus the term is called the *irreducible error* – it is the variance of the target. We have that . Even if we know true , this variance remains.

The second term is under our control, and depends of the method of estimation of . Minimizing the expected prediction error is equivalent to minimizing the second term. This term can further be decomposed into two parts using similar calculations as above: Recall, that for a random variable , . Also, for an estimator of a parameter , .

Collecting all the terms, we have that Thus the expected prediction error is a combination of the variance and squared bias of the estimator .

* We can now see that the expected prediction error includes terms from a combination of the variance and squared bias of the estimator .
  + We again resort to a simulation experiment to see the relative contribution of the variance and squared bias of to the prediction error.
  + Figure shows one simulated training set of size along with the true function used to generate the data ().

|  |
| --- |
| The image is a scatter plot displayed on a gray background with a grid pattern. The horizontal axis is labeled "x" and ranges from 0.00 to 1.00, while the vertical axis is labeled "y" and ranges from -3 to 3. Multiple data points, represented as black dots, are scattered across the plot. The distribution of the dots shows a general upward trend from left to right, peaking near the center before descending slightly. A black curve, fitted through the data points, runs horizontally across the plot, illustrating this upward and then downward trend.  Simulated data of size n=500. |

* We generate multiple such training sets, and for each set we fit a KNN regression model with , and .
* The test set if a grid of 101 equally spaced points in and we compare the fits to the true curve.
* The estimated functions are shown in Figure .

|  |
| --- |
| Three line plots illustrating data smoothing with K=1 (red, noisy), K=30 (green, moderately smooth), and K=300 (blue, smooth).  Simulated data showing bias and variance of KNN fits. |

In general, this phenomenon holds for various regression models. More flexible models produce estimate with low bias but high variance. Less flexible models do the opposite – estimates have high bias but low variance. Minimizing test MSE tends to choose a model that balances between bias and variance.

### Other Model Metrics

We should be aware that test MSE is not the only metric one can use to evaluate a regression model. A few of the other evaluation metrics are shown below:

* *Root mean squared error (RMSE):* just the square root of MSE. Brings the MSE to the same using as the responses.
* *Mean absolute error (MAE):* average of absolute values of the prediction discrepancies,
* It is more robust the MSE in the sense that it does not emphasize large differences as MSE does.
* *Mean residual deviance:* generalizes the concept of MSE for generalized linear model fitted with maximum likelihood methods (e.g., Poisson and Logistic regression).
* : proportion of variance explained by the model.
* A nice property of is that it will be always between 0 and 1. values close to 0 indicate inadequate model fit, while values close to 1 indicate that the model explains a large amount of variability in the response.

# Data splitting

As we want to have a measure of prediction accuracy based on a test set, we don’t want to use the entire dataset for training and testing. We need a test data set that we can use to evaluate our model’s performance in general.

* We can the *holdout method* or resampling techniques such as *bootstrap* or *v-fold cross validation* to create test set(s) from our data, and validate our models’ performance.
* Let’s go through these ideas!

## Holdout method

The holdout method randomly splits a given dataset into two sets: one for training and one for evaluation (the holdout/validation/test set).

* In practice, , or splits are commonly used for training/test sets. Figure shows the basic layout of the holdout method. In general, we should keep in mind that putting too much data for training results in a small test set, which may not provide a good estimate of the model performance. On the other hand, putting too much data in the test set results in a small traing set, which results in poor model fitting. Other factors such as whether also may impact the split sizes.

|  |
| --- |
| The holdout method. The whole dataset is split into two parts: training and holdout sets.  The holdout method. The whole dataset is split into two parts: training and holdout sets. |

A simple way to create such a split is via *simple random sampling without replacement (SRSWOR)*, that is, by randomly choosing a subset of observations from the data set and putting them aside as the training set. The remaining observations form the holdout set.

* Consider the Boston data again. In base R, we can use the sample() function to perform SRSWOR, as follows.

# set a seed for reproducible results   
set.seed(1234567)  
  
# sample from the row indices to include in the test set  
n <- nrow(Boston)  
index <- sample(x = 1:n,   
 size = round(0.8\*n),  
 replace = FALSE)  
  
# Test and training sets  
train <- Boston[index, ]  
test <- Boston[-index, ]  
  
# Data dimensions  
dim(train)

[1] 405 13

dim(test)

[1] 101 13

* We have split the data – in the example above!
* We’ll look at other R packages that make this process even easier to do and will allow us to easily do stratified sampling and other more advanced splitting techniques.

Ideally, the distribution of in the test set will be similar to that in training set. Figure shows the corresponding distributions (estimated probability densities) of medv for the training/test sets.

|  |
| --- |
| The image is a line graph displaying estimated distributions with the title "Estimated Distributions of Our Response Var." The x-axis is labeled "medv," and the y-axis is labeled "density." The graph features two curves, one orange and one black, that illustrate different distributions. The orange line peaks higher than the black line. Both curves peak around the same x-axis range between 15 and 25 but with varying heights and shapes.  Estimate density functions for medv variable in training (orange) and test (black) sets as obtained using base R, caret, and rsample packages. |

* A disadvantage of SRSWOR is that it does not always preserve the distribution of the response variable.

*Stratified random sampling* is used to explicitly control aspects of the distribution of .

* Useful with data with small sample size or a skewed response distribution.
* Stratified random sampling strategy is to draw sample for each group (strata) of so that the test set represents the distribution of of the whole data.^

For a classification task, if extreme class imbalance is present in the response (say “No” and only “Yes”), we might choose to over-sample the rare class, or under-sample the abundant class, or a combination of both the strategies can be employed. A popular technique in this regard is *Synthetic Minority Over-sampling Technique (SMOTE)*, (N. Chawla et al. SMOTE: Synthetic minority over-sampling technique J. Artif. Intell. Res. (2002). See also, Dina Elreedy, Amir F. Atiya, A Comprehensive Analysis of Synthetic Minority Oversampling Technique (SMOTE) for handling class imbalance, Information Sciences, Volume 505, 2019). which generates synthetic samples from the rare class.

* In particular, SMOTE takes a random observation from the rare class and then finds its nearest neighbors in the rare class.
* Then SMOTE generate new samples using the convex combinations of the original randomly selected observation and one of the the nearest neighbors.
* Many packages allow for SMOTE implementation as a possible sampling strategy.
* The authors of SMOTE also suggest that a combination of SMOTE and under-sampling the majority class works better than just using SMOTE.

Let us now investigate the holdout method using the Boston data.

* First, let’s fit the model with using just the training data

knn\_train\_fit <- kknn(medv ~ lstat,   
 train = train,   
 test = train, k = 30) #fit the model

* Now compute the training set MSE

#training MSE  
train\_MSE <- mean((train$medv - knn\_train\_fit$fitted.values)^2)  
train\_MSE

[1] 23.88902

* Fit again but test on the testing set to obtain the test set MSE

knn\_train\_fit <- kknn(medv ~ lstat,   
 train = train,   
 test = test, k = 30) #fit the model  
#test MSE  
test\_MSE <- mean((test$medv - knn\_train\_fit$fitted.values)^2)  
test\_MSE

[1] 33.26467

* Notice the test set MSE is much larger! It is as we expected – training MSE most likely underestimates the prediction error, while test MSE can be viewed as a reasonable estimate.
  + *It is important to remember that we are operating with the setting - the test MSE might not reflect the best performance the model can have.*

### Selecting an Optimal Tuning Parameter Using Only a Holdout Set

Now let us address the question about choosing the optimal , that is, the value of that gives the best general performance. One option is to use only a holdout set to do so. Once we chose an optimal value of , the model with that would then be fit to the whole data.

Our steps would be:

* Split the data into training and test sets
* For each candidate value of , fit the model in the training set, and compute MSE using the test set.
* Choose the which gives minimum test MSE.
* Fit KNN with optimal K to the full data set.

Then the fully trained model can be used for future predictions. Let’s do this manually for now!

* We’ve already split our data into a train and test set (both are objects in our R environment).
* Now we’ll create a grid of values to fit the model on.

kgrid <- c(1:100)

* Next, we’ll use the lapply() function to apply the kknn() function to each value of our kgrid object.
  + lapply() is a function that allows us to apply a function to a list (or vector)
  + This is like a nicer way of doing a for loop
  + Here we’ll write a quick anonymous (or lambda) function to take the list elements and return the KNN fit

test\_preds <- lapply(X = kgrid,   
 FUN = function(x){  
 kknn(medv ~ lstat,   
 train = train,  
 test = test,  
 k = x)  
 })

* A list of fitted objects is returned.
* We can apply an MSE calculation to each of these list elements!
  + Here we’ll write a quick anonymous (or lambda) function to take the list elements and return the test set MSE

test\_MSEs <- lapply(test\_preds, FUN = function(x) {   
 mean((test$medv - x$fitted.values)^2)  
 })  
test\_MSEs[1:5]

[[1]]  
[1] 58.25614  
  
[[2]]  
[1] 46.16605  
  
[[3]]  
[1] 39.78201  
  
[[4]]  
[1] 38.76825  
  
[[5]]  
[1] 37.40706

* Let’s plot our test set MSE as a function of .

plot(x = kgrid, y = test\_MSEs,  
 xlab = "K",  
 ylab = "Test Set MSE")

![The image is a scatter plot graph depicting the relationship between two variables, "K" and "Test Set MSE." The x-axis is labeled "K" and ranges from 0 to 100, while the y-axis is labeled "Test Set MSE" and ranges from 30 to 60. The data points form a curve that starts at a higher value around "K" at 0, decreases to a minimum near "K" at 10, and then gradually increases after that. The curve is made up of circular data points scattered closely together.](data:image/png;base64,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)

* We can find the optimal programmatically:

## Optimal K  
k\_opt <- kgrid[which.min(test\_MSEs)]  
k\_opt

[1] 30

#show the test MSE corresponding to the optimal K  
test\_MSEs[[k\_opt]]

[1] 33.26467

* Now we refit on the entire data set using this optimal .

knn\_best\_fit <- kknn(medv ~ lstat,   
 train = Boston,   
 test = Boston,   
 k = k\_opt) #fit the model

* To predict for future observations, we could refit using a different test argument. However, we’ll see better packages for doing this type of action across many models soon!

The test MSE of 33.26, equivalently, RMSE 5.77 gives us an unbiased estimate of prediction error of our procedure in unseen test data. This also reflects the added variability due to tuning of the hyperparameter. Note again that for prediction purposes, we will still use the model fitted to the whole data.

The advantage of the holdout method is that it is conceptually and computationally simple. However, this method can produce highly variable test error!

* To see this, we can repeat the hyperparameter tuning procedure a few times. The plot of the test MSE profiles during the tuning process over multiple splits of the data is shown in Figure for 10 training runs. As we see, there is a substantial amount of variability in the test MSE.

|  |
| --- |
| The image is a line graph plotting the test mean squared error (MSE) against varying values of K, ranging from 0 to 100 on the x-axis. The y-axis measures the test MSE from 0 to 60. Ten different lines represent results from “Split 1” to “Split 10,” each with a distinct color. The lines generally show a downward trend initially, reaching a minimum, and then ascending as K increases. Each line fluctuates differently in terms of steepness and slope direction. A legend on the right side matches each line color to its corresponding split.  Test MSE during tuning hyperparameters for 10 runs of the model training. |

* We can apply the train/test idea multiple times to get a more stable estimate. However, if we do this too much, we may end up overfitting.
* Often we split our data into a training and test set and do our tuning over multiple splits on the **training set alone**.
* We save our test set to only be used sparingly on a **final model evaluation**.

## -fold Cross-validation (V-fold CV)

The V-fold CV procedure splits the data into multiple parts, and then cycles through those parts to compute test MSE. In particular, V-fold CV is performed to estimate the test error of a model/procedure as follows:

1. Split the data randomly into (roughly) equal sized disjoint parts, called *folds*. Thus we have fold 1, , fold .
2. For each fold , do:
   1. Set Fold as the test set, and the remaining folds together as the training set.
   2. Train the model using the training set and compute MSE using the test set (Fold ), say . Note: We can use any other performance metric, e.g., MAE, classification accuracy etc. here.
3. The final estimate of test error is formed by taking the average of the MSE values: .

Keep in mind that the model training step can also include tuning hyperparameter(s) as well. Figure shows the layout of -fold CV procedure.

|  |
| --- |
| The image is a diagram illustrating the process of cross-validation, specifically k-fold cross-validation. To the left, there is a labeled block titled "Data," from which three arrows extend to the right. Each arrow leads to a row labeled with sequences of "Test" and "Train" blocks, corresponding to different data folds. The first row shows "Test" in Fold 1 followed by "Train" in subsequent folds. The second row begins with "Train," then "Test" in Fold 2, followed by "Train" in the remaining folds. The last row starts with "Train," with "Test" in the last fold. To the right of each row, the label "MSE" follows, denoting mean squared error for each fold, labeled as MSE1, MSE2, and MSEV. These are converging towards a boxed formula representing the average of these MSE values.  Layout of the V-fold crossvalidation procedure. Data are first randomly split into V equal sized parts, called folds. Each fold is then used as a test set while the remaining folds are used to fit the model. The test error is estimated by taking the average of the MSEs from the V folds. |

Let us apply CV to our Boston data using KNN to select our hyperparameter .

1. Split the data randomly into folds.
2. For each fold , do:
   1. Set Fold as the test set, and the remaining folds together as the training set.
   2. Fit the model using the training set, and evaluate MSE/RMSE using the test set (Fold ), *for each value of the hyperparameter*.
3. From step 2., for each value of hyperparameter, we should have a MSE/RMSE value for each fold ( of them). The final MSE/RMSE for each of the hyperparameter value is calculated by taking the mean of MSE/RMSE values from the folds. Chose the optimal value of the hyperparameter by minimizing the final MSE/RMSE.
4. Use the best hyperparameter value to refit the model on the whole dataset.

For now, we won’t split our data into a training and test set first. We’ll simply use CV to tune our hyperparameter. We’ll further discuss using both a training/test split and cross-validation shortly.

To ease our programming burder, we’ll look at using the caret package in R (similar packages exist in python). caret allows us to easily specify our tuning method, keeps track of all results, and allows us to easily do predictions on new observations.

* Let us tune using 5-fold CV. Figure shows the MSE profile for the tuning process.
* We start by setting a seed for reproducibility and specifying our kgrid for clarity.

set.seed(1001)  
## Set K grid  
kgrid <- expand.grid(k = c(1:100))

* Next, we set up our trainControl() parameters. This is caret’s method for specifying how to train our model. We choose method = cv and number = 5 to do 5 fold cross-validation.

## Training control params  
cv <- trainControl(method = "cv",  
 number = 5)

* Next, we fit the model using caret’s train() function.
  + This takes a formula
  + The data to train on
  + The method or model type ot fit
  + A grid of tuning parameters (if applicable)
  + The method for training

## Fit the model  
knn\_fit <- train(medv ~ lstat,  
 data = Boston,  
 method = "knn",  
 tuneGrid = kgrid,   
 trControl = cv)

* We can run the generic plot() function on the result to see the CV test error profile.

plot(knn\_fit)

|  |
| --- |
| The image depicts a line graph on a white grid background. The x-axis is labeled "#Neighbors" ranging from 0 to 100, and the y-axis is labeled "RMSE (Cross-Validation)" ranging from 5.0 to 7.5. The data points are represented by small circles connected by a line that starts high at the left side, dips to its lowest point around 20 neighbors, and then gradually rises again towards the right side. The graph shows an initial sharp decline followed by a gradual increase in error rate, indicating an optimal region for the number of neighbors.  Results from hyperparameter tuning using 5-fold CV. |

* The bestTune list element tells us the optimal tuning parameter using the default criteria of RMSE

knn\_fit$bestTune

k  
36 36

* Lastly, we’ll refit to the entire data set with the optimal

## Optimum K and model refit on full data   
k\_opt <- knn\_fit$bestTune$k  
knn\_tuned <- train(medv ~ lstat,  
 data = Boston,  
 method = "knn",  
 tuneGrid = expand.grid(k = k\_opt),   
 trControl = trainControl(method = "none"))

We can use the final fitted model for further predictions!

## Leave-One-Out Cross-Validation (LOOCV)

As a special case of -fold cross-validation, consider the case with , where is the sample size of your data. In this case, every observation will be its own fold. Suppose we observe data for . The CV then proceeds as follows:

1. For observation (fold) , do
   * Set the -th observation as the test set, and the remaining as the training set.
   * Fit the model on the training set, and predict (test set)
   * Compute
2. Compute the test MSE as the average of the MSE values from step 1., that is, .

This procedure is known as *leave-one-out cross-validation* (LOOCV).

Let’s do an example using LOOCV in caret.

* In caret we can specify method = "LOOCV" in the trainControl() specification.
* Figure shows the MSE profile for tuning in the Boston data.

## Values of K, and LOOCV specification  
kgrid <- expand.grid(k = 1:50)  
loo <- trainControl(method = "LOOCV")  
## Model fit  
fit <- train(medv ~ lstat,  
 data = Boston,  
 method = "knn",  
 trControl = loo,  
 tuneGrid = kgrid)  
plot(fit)

|  |
| --- |
| The image depicts a line graph on a white grid background. The x-axis is labeled "#Neighbors" ranging from 0 to 100, and the y-axis is labeled "RMSE Leave-One-Out-Cross-Validation" ranging from 5.0 to 7.5. The data points are represented by small circles connected by a line that starts high at the left side, dips to its lowest point around 35 neighbors, and then gradually rises a little towards the right side. The graph shows an initial sharp decline followed by a gradual increase in error rate, indicating an optimal region for the number of neighbors.  Results from tuning K using LOOCV on the whole Boston data. |

A disadvantage of LOOCV is its potential heavy computation cost, especially for large sample size.

* For example, in Boston data (), we have to fit models for *each* value of ! This can be extremely difficult for larger .
* In contrast, holdout and -fold CV procedures are more computationally efficient.

When we estimate the test error, we might have different goals to do so in different situations. When we are interested in evaluating model performance in a test set, the actual value of the test error is of interest. However, when we are tuning a hyperparameter (e.g., K in KNN regression), our primary goal is to find the *minimizer of test error*, rather than test error itself. In the former case, the accuracy of the cross-validation estimates might be an issue. But in the later case, the minimizer might still be valid even if the estimate of the test error itself is not accurate. Examples from several simulation studies have been presented in the textbook (Introduction to Statistical Learning) to examine the point made above.

As a final note on cross-validation, the choice of in -fold cross-validation depends the bias-variance trade-off (See Chapter 5.1.4 of *Introduction to Statistical Learning, second edition* for a detailed discussion) of the procedure. Given a sample size of , the -fold CV uses approximately observation to fit the model. Thus LOOCV effectively uses the whole data to train the model, and therefore produces almost unbiased estimates of the test error. However, a 5-fold CV might produce a biased estimate. On the other hand, in LOOCV the model fits essentially uses the same dataset (any two fits share common training observations), the resulting test MSE values are highly correlated. Averaging the in MSE values LOOCV does not reduce the variance due to them being highly correlated. Thus LOOCV estimates tend to have high variance. In contrast, a 5-fold CV does not have as high level of overlap between the training folds, and produces less variable estimates of test MSE. In practice, we most often use 5-fold or 10-fold cross validation.

## Bootstrapping

Recall that in the holdout method, we used simple random sampling without replacement to create a holdout set smaller than the original data. In contrast, a *bootstrap sample* is a random sample *with replacement* that is of the *same size* as the original data. Since the sampling is performed with replacement, some observations (rows) will be repeated in the bootstrap sample, and therefore a few observations in the original data will not be included in the bootstrap sample. The omitted observations are called *out-of-bag (OOB)* samples.

In statistical learning, we train our model using the bootstrap sample, and test using OOB samples. We do not use a single bootstrap sample however; instead, many bootstrap samples are drawn, and the model is trained/tested repeatedly.

* We can perform bootstrap manually using the bootstraps() function in rsample package. The code below draws 10 bootstrap samples from the Boston data.

set.seed(10)  
# Bootstrap samples  
boot\_sample <- bootstraps(Boston, times = 5)  
boot\_sample

# Bootstrap sampling   
# A tibble: 5 × 2  
 splits id   
 <list> <chr>   
1 <split [506/195]> Bootstrap1  
2 <split [506/180]> Bootstrap2  
3 <split [506/173]> Bootstrap3  
4 <split [506/185]> Bootstrap4  
5 <split [506/192]> Bootstrap5

* We can look at the different splits and obtain training and testing sets using the training() and testing() functions!

# Accessing the first bootstrap sample  
boot\_1 <- training(boot\_sample$splits[[1]])  
dim(boot\_1)

[1] 506 13

# Corresponding out of bag samples to test on  
oob\_1 <- testing(boot\_sample$splits[[1]])  
dim(oob\_1)

[1] 195 13

* Recall, we want the distribution of our response variable in our training set(s) to mimic the distribution across all the data
* The distribution of our response (medv) in the five bootstrap resamples is compared to the overall distribution in Figure below. We see good agreement overall!

|  |
| --- |
| The image is a density plot graph with a smooth curve illustrating the distribution of a dataset. The x-axis is labeled "medv," ranging from 0 to 50, and the y-axis is labeled "density," ranging from 0.00 to 0.06. The plot features a prominent red line indicating the main density estimation and two black dashed lines outlining the confidence intervals around the red line. The curve shows a sharp peak near 20 on the x-axis, after which it declines steadily and rises slightly around 30 before flattening out towards the end of the range.  Distribution of medv in the Boston data (red solid line), and in 10 bootstrap samples (black dashed lines). |

* As we mentioned, the bootstrap samples will leave a proportion of observations out. On average, the proportion left out here can be estimated empirically! Here we find the sample proportion left out and plot this distribution.

boot\_sample <- bootstraps(Boston, times = 500)  
oob\_percent <- sapply(boot\_sample$splits,  
 function(s){nrow(testing(s))/nrow(training(s))})  
ggplot() +   
 geom\_histogram(aes(x=oob\_percent), bins = 20) +   
 theme\_bw(base\_size = 18)

![The image is a histogram depicting the distribution of a out of bag observation percentage. The x-axis is labeled "oob_percent," ranging from 0.32 to 0.40, while the y-axis is labeled "count," with values from 0 to 60. The histogram consists of vertical bars of varying heights between these axis values, with the tallest bar reaching just above 60. The data appears to be approximately normally distributed, peaking around the 0.36 mark on the x-axis.](data:image/png;base64,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)

* On average, we have about 36.83 percent of observations are OOB.

### General Uses of Bootstrapping

The Bootstrap is a general method, and can be used to assess accuracy of statistical procedures. Given a dataset $\cal D$, suppose we want to compute some quantity $S({\cal D})$ based on the whole dataset. We can use bootstrap to assess any aspect of the distribution of $S({\cal D})$ (e.g., mean, variance, quantiles etc.) as follows:

* Draw bootstrap samples from the original data, call them ${\cal D}^\*\_1, \ldots, {\cal D}^\*\_B$.
* For , do
  + Use the -th bootstrap sample, ${\cal D}\_b^\*$ to compute the same quantity you computed based on the original data, $S({\cal D}\_b^\*)$. For example, if we want to compute sample mean of the original data, we would need to compute sample mean using the bootstrap sample as well.
* Use the bootstrap estimates $S({\cal D}\_1^\*), \ldots, S({\cal D}\_B^\*)$ to assess properties of $S({\cal D})$.

Figure shows a layout of using bootstrap as described above.

|  |
| --- |
| The image is a flowchart illustrating a bootstrap process. On the left, a gray box labeled "Data: (D)" and "Goal: S(D)" has three arrows pointing right towards separate gray rectangles labeled, respectively, as "Bootstrap sample 1: D-star 1", "Bootstrap sample 2: D-star 2", and "Bootstrap sample B: D-star B". Each of these rectangles has an arrow pointing further right toward expressions (S(D-star 1)), (S(D-star 2)), and (S(D-star B)) respectively, indicating bootstrap replicates. These replicates converge with arrows pointing toward a blue box labeled "Bootstrap Distribution of (S(D))".  Layout of bootstrap procedure. |

For example, we can examine the the variance of our quantity using the sample variance of the replicates:

$$ \widehat{var}\{S(D)\} = \frac{1}{B-1}\sum\_{b=1}^B[S({\cal D}\_b^\*) - \bar S^\*]^2, $$

where

$$ S^\* = \sum\_{b=1}^BS({\cal D}\_b^\*) / B $$

is the sample mean of the bootstrap replicates.

* Consider the example of fitting KNN regression to Boston data with fixed .

knn\_k30 <- knnreg(medv ~ lstat,  
 data = Boston,  
 k = 30)

Suppose we want to estimate when , that is, we want to estimate the expected value of medv when lstat = 5. We may want to estimate the standard error of this quantity or perhaps the distribution of it!

* We can obtain one estimate of this quantity from a fit on the entire data set.

pred\_k30 <- predict(knn\_k30,  
 newdata = data.frame(lstat = 5))  
pred\_k30

[1] 31.81

* Note: The predicted value of when is the same
* However, the variability of these two quantities is not the same
  + Recall, the variability of the predicted value is represented by bias + + irreducible error.
  + In this case, we are only interested in .
* Let’s use the bootstrap to look at the distribution and standard error of
  + We will draw 200 bootstrap samples from Boston data.
  + For each bootstrap sample, we will fit the KNN procedure with , and compute the estimate.

## Wrap the prediction process in a function for easy use  
knn\_k30\_predict <- function(split){  
 # Input: split from bootstrap using rsample  
 # Output: prediction at lstat = 5  
   
 # Get training set  
 train\_set <- training(split)  
 # fit the KNN model with K = 30  
 knn\_k30 <- knnreg(medv ~ lstat,  
 data = train\_set,  
 k = 30)  
 # Predict at lstat = 5  
 pred <- predict(knn\_k30,  
 newdata = data.frame(lstat = 5))  
 return(pred)  
}  
## Draw bootstrap samples  
B <- 200  
boot\_sample <- bootstraps(Boston, times = B)  
## Apply the prediction function to the bootstrap samples   
## sapply is similar to lapply but simplifies what is returned  
boot\_pred <- sapply(boot\_sample$splits, FUN = knn\_k30\_predict)

Figure shows the bootstrap distribution of .

|  |
| --- |
| The image is a line chart depicting a density plot overlaid with two vertical lines, one red and one black. The x-axis is labeled as "Predicted medv at lstat = 5," with values ranging from 28 to 34. The y-axis is labeled "density" and ranges from 0.0 to 0.2. The density curve is a smooth, bell-shaped curve peaking slightly above 0.2 and centered around the x-axis value of 31. Two vertical dashed lines intersect the x-axis: a red line at approximately 30.5 and a black line at around 31.5. The background is a light grid with horizontal and vertical lines.  Distribution of estimator of E(medv when lstst = 5). Also shown the mean of the bootstrap estimates (red solid lile), and original estimate from the full data (black dashed line), |

* Some summaries of the bootstrap estimates are shown below.

## Summary of bootstrap estimates  
summary\_boot <- summary(boot\_pred)   
tibble(statistic = names(summary\_boot),   
 value = summary\_boot) |>   
 kable()

| statistic | value |
| --- | --- |
| Min. | 27.59 |
| 1st Qu. | 30.41 |
| Median | 31.37 |
| Mean | 31.40 |
| 3rd Qu. | 32.33 |
| Max. | 35.02 |

## Variance/SD of the estimate  
c(variance = var(boot\_pred),  
 sdev = sd(boot\_pred))

variance sdev   
1.931623 1.389828

## MSE  
mean( (boot\_pred - pred\_k30)^2 )

[1] 2.090899

### Tuning with the Bootstrap

In a learning method, we can tune hyperparameters using the bootstrap in a similar method to what we did with cross-validation.

* We fit the model using bootstrap samples, and compute test MSE using OOB samples.
* The best hyperparameter value can be chosen by minimizing test MSE.

In caret this can be done by specifying method = bootstrap the trainControl() function.

set.seed(1001)  
## Values of K, and bootstrap specification  
kgrid <- expand.grid(k = 1:100)  
boot <- trainControl(method = "boot",  
 number = 25)  
## Model fit  
boot\_tuned\_knn <- train(medv ~ lstat,  
 data = Boston,  
 method = "knn",  
 trControl = boot,  
 tuneGrid = kgrid)

Now we can plot() the fitted object to investigate the test MSE values for each .

plot(boot\_tuned\_knn)

|  |
| --- |
| The image is a line graph depicting the relationship between the number of neighbors and the root mean square error (RMSE) using bootstrap resampling. The x-axis is labeled "# Neighbors" and ranges from 0 to 100. The y-axis is labeled "RMSE (Bootstrap)" and ranges from 5.0 to 7.5. The graph shows a curve starting from the top left corner, dipping downwards, reaching its lowest point at approximately 5.0 RMSE around 30 neighbors, and then ascending slightly as the number of neighbors increases to 100. Each data point is marked with a diamond shape, and a smooth line connects these points.  Results from bootstrap (25 reps) tuning of K. |

Compared to -fold cross-validation, bootstrap tends to produce less variable estimates. However, on average only observations get represented in bootstrap samples. Thus bootstrap estimates may have some bias similar to using a 2-fold or 3-fold CV.

# Comparing Competing Models

We discussed specifying our function in multiple ways. For instance, we could choose a simple linear or multiple linear regression model instead of a KNN model. In this section, we look at how to use a train/test split along with cross-validation to choose an optimal model from competing models.

* Remember: We want to touch the test data as little as possible. Otherwise, we may end up training to the test set! Again, if we do this type of overfitting, we may no longer generalize well to a future test set.
* In some cases, especially when we don’t have much data, we may choose to simply use CV or the bootstrap to do our tuning and overall model evaluation! We may also do this when we only have one model form that we are considering

## Competing Models

Let’s stick with the Boston data set. We’ll compare the basic simple linear regression model to the KNN model!

For completeness, we’ll go through the entire process here.

## Train/Test split

First, let’s split our data using the basic simple random sample method. We’ll use caret’s functionality to do so.

set.seed(51)  
index <- createDataPartition(Boston$medv,  
 p = 0.8,  
 list = FALSE,  
 times = 1)  
  
train <- Boston[index, ]  
test <- Boston[-index, ]

## Tuning of KNN model Using 10-fold CV

Now that we have a training set, we can use it to select the tuning parameter for the KNN model via 10 fold CV.

cv <- trainControl(method = "cv",  
 number = 10)  
knn\_fit <- train(medv ~ lstat,  
 data = train,  
 method = "knn",  
 tuneGrid = kgrid,   
 trControl = cv)

Let’s look at our best tuning parameter value and the corresponding CV error.

k\_opt <- knn\_fit$bestTune$k  
k\_opt

[1] 29

knn\_fit$results[k\_opt, ] |>  
 kable()

|  | k | RMSE | Rsquared | MAE | RMSESD | RsquaredSD | MAESD |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 29 | 29 | 5.12014 | 0.6951166 | 3.706729 | 0.825852 | 0.0652974 | 0.4008271 |

Now we fit this to the full training set.

knn\_tuned <- train(medv ~ lstat,  
 data = train,  
 method = "knn",  
 tuneGrid = knn\_fit$bestTune,   
 trControl = trainControl(method = "none"))

## Fitting the SLR Model

We can also fit our SLR model on the training data. There is no need to use CV to fit the model. You might use CV to get a basic understanding of how the model does at predicting though. We won’t do that at this time.

For consistency, let’s use caret to fit this model as well.

slr\_fit <- train(medv ~ lstat,  
 data = train,  
 method = "lm",  
 trControl = trainControl(method = "none"))

We can get an idea about the model fit using summary() on the fitted object.

coef <- summary(slr\_fit)$coefficients  
coef |>  
 as\_tibble() |>  
 kable()

| Estimate | Std. Error | t value | Pr(>|t|) |
| --- | --- | --- | --- |
| 34.5837952 | 0.6269547 | 55.16156 | 0 |
| -0.9570221 | 0.0434102 | -22.04602 | 0 |

## Comparison on Test Set

Now that we have a KNN model and an SLR model, we can compare those two models on the test set to determine an overall ‘best’ model!

* First we get our test set predictions.

knn\_preds <- predict(knn\_tuned, newdata = test)  
slr\_preds <- predict(slr\_fit, newdata = test)

* Now we calculate the MSE!

mean((test$medv-knn\_preds)^2)

[1] 30.88224

mean((test$medv-slr\_preds)^2)

[1] 36.16892

Looks like the KNN model performs better at predicting for this data and choice of predictors!

# Summary

In this chapter we discussed the following main concepts.

* -nearest neighbors for regression.
* Evaluation metrics for regression: MSE/RMSE, MAE, etc.
* Bias-variance trade-off in relation to model flexibility.
* Irreducible error in a regression model.
* Training and test MSE/error
* Data splitting methods: Holdout, -fold CV, Leave-One-Out CV, Bootstrap.
* Hyperparameter tuning methods.
* Test error estimation methods.