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A lack of interoperability between digital resources for humanists, whether big or small, plagues our research community. The challenge of the ‘Million Books’ problem identified by Gregory Crane (2006) and the opportunity of examining aspects of humanistic phenomena that appear, as Alan Liu (2012) puts it, ‘only at scale’ are lures that drive the digital humanities community forward in developing new tools and exploring emerging modes of enquiry for large datasets. Yet only a small handful of well-funded projects are actually in a position to investigate such phenomena due in part to restrictions on the use of commercially held large data collections but at least as much on the lack of interoperability and barriers to aggregation between open collections, many of which originate in the digital humanities community. This ‘multivarious isolation’, identified by Rebecca Frost Davis and Quinn Dombrowski (2011), stems from a number of intellectual, institutional, and social factors, but a 2011 Research Information Network report found that the biggest obstacle for researchers in our century was incompatible data structures and disparate and scattered data sources. If digital research in the humanities is to be significantly advanced, this problem must be addressed.

This paper describes the approach to this challenge taken by the Canadian Writing Research Collaboratory (CWRC) (Brown, 2011), a virtual research environment hosting and supporting a range of projects, including ‘seed’ projects with existing data in a wide range of formats. CWRC aims to bridge the gap between the digital humanities community and humanities scholars who lack an understanding of best practices and standards, as well as bridging diverse datasets (Brown, 2011; 2013). We describe the approach to interoperability built into the Collaboratory’s systems and argue that such an approach based on linked data principles supports scaling up beyond the Collaboratory to form a basis for interoperability across disparate and distributed projects with overlapping content. The resulting interoperability is in some senses quite rudimentary, but at the same time constitutes a step towards a more robust ecology of interlinked resources.

Core to the approach of developing the Collaboratory such that it facilitates interoperability is the entity-based nature of the architecture, as expressed in entity records, entity schemas, and an entity management system. The approach is similar to that employed by the Humanities Networked Infrastructure (HuNI) project, which brings together a large collection of diverse datasets from various Australian providers (Burrows, 2013), and that of the New Zealand Electronic Text Collection’s Entity Authority Tool Set (EATS) (Norrish, 2007). Entity records in the context of CWRC have two purposes: to enable Semantic Web–type linked open data processes and to facilitate traditional authority control and information retrieval in a digital repository. In order to achieve these two purposes, CWRC entities are structured as elemental, atomic units of information, and, specifically, they are modeled as proper noun–named entities in four classes: persons, organizations, places, and titles (works). The core characteristics that are common to all four types of entities are an indication of the preferred or authoritative name, variant names if any, and important administrative data such as record creation date, contributing project or projects, and an access condition statement. Entity schemas are used to model and govern the creation of entity records to ensure consistency among the entities; this is achieved by defining required elements and attributes, content types associated with each element, and the nesting hierarchy of elements. The CWRC XML entity schemas consist of a custom CWRC omnibus entity schema that models the person, organization, and place entities, and the Library of Congress’ MODS schema, which models the title entities; the omnibus entity schema was influenced by concepts from several existing schema standards, including EAC-CPF, FOAF, GeoNames, ISAAR (CPF), MADS, and MODS. Following the codified approach of authority records, the CWRC entity types parallel the Library of Congress person, organization, geographic name, and title name authority files, and the entities’ core structure contains the standard three components of an authority record: authoritative form, cross-variant forms, and administrative notes. These entity records provide the basis for a linked data entity within the Resource Description Framework (RDF), with a dereferencable uniform resource identifier (URI) and associated RDF triples that translate the information about that entity from the schema, as well as some of the information about that entity from elsewhere in CWRC, into an open Semantic Web dataset for use within and beyond the Collaboratory (Simpson and Brown, 2013).

With the exception of the use of MODS records for bibliographical entities, the CWRC entity schema is deliberately minimalist, more so than the EATS data model for instance, serving as an authority list that brokers between different data formats used by various projects about entities, rather than requiring all projects within CWRC to adopt the same standard for recording detailed information about those entities. For instance, the Lesbian and Gay Liberation in Canada (2015) project led by Constance Crompton and Michelle Schwartz is recording prosopographical information using the Text Encoding Initiative, while the Orlando Project (2015) has a rich bespoke XML schema for encoding prosopographical information, while bibliographical or editing projects may use MODS or METS or EAD. The CWRC approach allows the same person as described by documents using a range of schemas to refer to a common, minimalist entity, while permitting divergent representational practices and individual project autonomy. It also allows us to preserve and make somewhat interoperable existing digital datasets that we can only partially remediate, and to bring together XML materials with materials in other media. The CWRC entities thus facilitate the collocation of a wide range of resources that reference that entity. Rather than acting as receptacles for prosopographical information, they act as authority records across CWRC, but connect using linked data principles to other authoritative and often more detailed records from individual projects, facilitating information retrieval and aggregation. The approach facilitates linking into the Semantic Web more generally; indeed CWRC entities beyond those harvested from our seed projects will only be minted if users cannot locate a linked data identifier for that entity amongst trusted linked data entity collections such as the Virtual International Authority File.

This pragmatic approach to entities is complementary with, and indeed promotes, a number of existing standards, bridging datasets through a set of linked data that will support interoperability and leverage that bridging into conformity with Semantic Web standards. As Joris van Zundert has argued, the idea of uniformly behaving humanist scholars is a pipe dream; furthermore, he argues, ‘any meaningful humanities research . . . cannot be entirely governed by standards’ (2012, 173). CWRC’s strategy focuses on building interoperability from how scholars with a range of technological expertise and different degrees of willingness to engage with complex standards actually work, not how we think they should work in the best of all possible worlds.

The paper will demonstrate the user experience that stitches together the entity architecture with other components of the Collaboratory to enable users to incorporate relatively technical tasks into their workflow. The entity management system provides a user interface to create and edit entities, as well as mechanisms to perform entity extraction on source documents and global merging of these extracted entities into the CWRC common pool of core named entities. The centerpiece of CWRC’s interoperability strategy is a web-based XML and RDF Editor called CWRC-Writer (Brown et al., 2014; Rockwell et al., 2012). It aims to integrate the activities of correcting, writing, formatting, and editing a text with managing references to entities so as to minimize the additional work required for disambiguation, merging, and management. Tagging an entity within CWRC-Writer creates XML tags such as persname, orgname, or title, as well as equivalent RDF annotations employing the Open Annotation data model (2013), a practice that makes the project importantly about links rather than simple tagging (Hendler, 2011). Having the user provide the entity linking up front means that the act is informed by their knowledge of the material, and integrating it into the writing interface minimizes the additional time required to enhance the information. The immediate payoff to users will be the creation of links between their materials. This section of the paper demonstrates how entity tagging works within CWRC-Writer and shows our progress towards the cross-project aggregation of materials that entity tagging will support.

To further support the essential role of entities within the Collaboratory, we are exploring implementing, where possible, supplementary technologies and practices. These include support for the construction of a semiautomated named entity recognition (NER) tool (Barbosa et al., 2012), developing Semantic Web capability through ontology development, the exposure of data through a publicly accessibly triplestore (Brown and Simpson, 2013), and pursuing synergies with other linked data projects in the humanities.

The Canadian Writing Research Collaboratory employs entities to showcase the benefits of interoperability while providing immediate benefits to researchers. Our conclusion will touch on the ways in which this approach provides a foundation on which to build more advanced services in the future.
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