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1. Four batches of Paneer were prepared by taking three levels of fat content of milk. Moisture content of the samples were recorded. Test for the significant difference between batches of Paneer and levels of fat content of milk using two way ANOVA and Do the post hoc analysis.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Batch** | | | | |
| **Fat level** |  | **1** | **2** | **3** | **4** |
| **1** | 66.8 | 68.12 | 67 | 64 |
| **2** | 77.9 | 78.7 | 77.1 | 76.2 |
| **3** | 71.7 | 71.8 | 71.8 | 71 |

**Aim**  
Factor 1 : Paneer  
H0: There is no significant difference between the means.  
H1: There is a significant difference between atleast one pair of means.  
Factor 2 : Fat Content  
H0: There is no significant difference between the means.  
H1: There is a significant difference between atleast one pair of means.

Alpha level=0.01

**Procedure**

Paneer <- read.csv("C:/Users/Jeevan/Desktop/Christ University/Statistics/DOE/Paneer.csv")  
View(Paneer)  
str(Paneer)

## 'data.frame': 12 obs. of 3 variables:  
## $ Fat : int 1 2 3 1 2 3 1 2 3 1 ...  
## $ Batch : int 1 1 1 2 2 2 3 3 3 4 ...  
## $ Values: num 66.8 77.9 71.7 68.1 78.7 ...

Paneer$Batch = as.factor(Paneer$Batch)  
Paneer$Fat = as.factor(Paneer$Fat)  
str(Paneer)

## 'data.frame': 12 obs. of 3 variables:  
## $ Fat : Factor w/ 3 levels "1","2","3": 1 2 3 1 2 3 1 2 3 1 ...  
## $ Batch : Factor w/ 4 levels "1","2","3","4": 1 1 1 2 2 2 3 3 3 4 ...  
## $ Values: num 66.8 77.9 71.7 68.1 78.7 ...

attach(Paneer)  
boxplot(Values~Fat,data = Paneer,xlab = "Fat",ylab = "Values",col = c("#00AFBB","#E7B800"))

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAUVBMVEUAAAAAADoAAGYAOpAAZrYAr7s6AAA6ADo6AGY6ZmY6kNtmAABmADpmtv+QOgCQ2/+2ZgC225C2///bkDrb///nuAD/tmb/25D//7b//9v////2sCH4AAAACXBIWXMAAA7DAAAOwwHHb6hkAAAILUlEQVR4nO3d63KbRgBAYZy4TmonEg2pZOn9H7QCyWo6DZJ2YXfZw/lm2skPZpFzwtWIbY5Ca0p/AKVlYDgDwxkYzsBwBoYzMJyB4QwMZ2A4A8MZGM7AcAaGMzCcgeEMDGdgOAPDGRjOwHAGhjMwnIHhDAxnYDgDwxkYzsBwBoYzMJyB4QwMZ2A4A8MZGM7AcAaGMzCcgeEMDGdgOAPDGRjOwHAGhjMwnIHhDAxnYDgDwxkYzsBwBoYzMJyB4QwMZ2A4A8MZGM7AcAaGMzCcgeEMDGdgOAPDGRjOwHAGhjMwnIHhDAxnYDgDwxkYzsBwMwdulEmpwPMOpzEGhjMwnIHhDAxnYDgDwxn4d9JcaRZh4AA1fmgDB6jxQxs4QI0f2sABavzQaw+c5gb/gk69Vh/470QW8wPOvmCR4aIZOHjBIsNFM3DwgkWGi2bg4AWLDBfNwMELFhkumoGDFywyXDQDBy9YZLhoBg5esMhw0QwcvGCR4aJ5Jyt4wSLDRTNw8IJFhotm4OAFiwwXzWNw8IJFhotm4OAFiwwXzcDBCxYZLpqBgxcsMlw0AwcvWGS4aAYOXrDIcNEMHLxgkeGiGTh4wSLDRTNw8IJFhovmnazgBYsMpzEGDlDjhzZwgBo/tIED1PihDRygxg9t4N+p8nz59wwMZ2A4A8MZGM7AcAaGSxL4/e319P/d6Qri048ZhtME6QJ3n3/2f/o+fThNkCzwJe2QeeJwmiBZ4P3LEHg3spM2cCZuwXCJAve3aJ+PH6dbE4fTBKkuk06Nn7anE+mRvgbOxetguMyBK/kdG0iiY/DIqVXccJogUeA/X8YOvhHDaYJkl0ndcBY9y3CaIO296PHGBs4kYeDj0Ng7WWWlDTzPcJrAwHDe6IAzMJyB4QwMZ2A4A8MZGM7AcAaGMzCcgeEMDGdgOAPDGRjOwHARgc+P1DV3n4ydZ72aJiJw+/nn/uX52N58anK29Wqa8MD91wZ3zffRL4bOvF5NExe4PcXtDFyDmF30c//VlPc3d9E1iDrJap62h82kvgbOxcskOAPDxQQ+7aM//2zvPts+z3o1TUTg3dO260+yJhU2cCbhgQ+b1+HdOV4mVSHuOrgP7I2OKsRvwe2km9EGziT6GNw1I2+hnHm9mibyLLrp34KVZb2axutgOAPDxZxFX15l5ll0DaK34GlXSasNPMvMtSHTc8Xvon2iI0ZFgb3REaOiwN6qjNH8kcjsgX2iI0oFgT/Oon1sNkYFgeex2sD1HIOnWWvgELP8HRl4uUoEvt7GaryTlZxbMMYcB9uxoWdfsMhwGhP34Lu76GrEfbuwe/6YmzD5ejVNzI2O1+Ouf6rSZ7JqEPdU5f7rj+G/DOvVNHFPVb5/294OfNjcOU4bOJOIY3D/a6T29eYuumuu0644+2hZMZdJ7XN/Jn3jJLrfyC+cP7iwJNfBl8mhe84AXljwrcpHLo7cgpcj4l70A7/ov37twWNwacG76P78+P63Gu4+FWDgTGK/ujLt698GzibyJGt81sk7o0T+TkSxkjw26wzgyxG/Bd9o6Azgy5HkGOwM4MuR5CzaGcCXI8l1sDOAL0eSO1lOEL0cie5FG3gpfOgOzsBwBoYzMJyB4QwMZ2A4A8MZGM7AcAaGMzCcgeEMDGdgOAPDVRJ4lpe+rVIlgRMOAmdgOAPDGRiu6sC6z8BwiwscdkHkxdM9ywuc+533cAaGMzCcgeEMDGdgOAPDLS+w18GzMjCcgeGWF9hj8KwMDGdgOAPDGRjOwHAGhjMwnIHhDAxnYDgDwxkYzsBwBoZLEvg6KUfEBNEGnle6wMO8o6NzPBg4k2SBL2mDp5c18LySBd6/DIGDJ4j2kZ15LW4LDrHSZkESBe63mOfjjQl2DJxJqsukU+On7fgE4LbJZXHXwZpX5sBrP+XJL1Hg9nTyvH+5MU+px+BM0gQe+n7ZxtzoCGHg+9LdyWqHaWi9TCosUeDvx8NmOIEOvtERwsD3JdpFn7bezi14CdIEfn/79GPYhHdjZ1m2ySTVZdLufDE0Oh28gTPxRgdc1YH9V3KfgeEMDGdguEoC++xGrEoCK5aB4QwMZ2A4A8MZGM7AcMUCK5NCgWeR+zNlXl/e1RnYwNkZuNq1PcbA1a7tMQaudm2PMXC1a3uMgatd22MMXO3aHmPgatem7AwMZ2A4A8MZGM7AcAaGMzCcgeEMDGdgOAPDGRhugYH3X8dmhEjgsGma0XfnJtDdeA9kEssL3L+rKdvKDpvTX3c3/taguXWnn230HVRJLC7w7sacLvM7z1DQ5Vrj8DLIwybbv6fj8gLvmtex1yQmXGnWbWrdgY/j78FMp826xm7du+gCgcdnKEiyspxrM3C/vnznWIPDZuRNrkkYOOv2e15jzn306gN32ft+TC6Wx9oDd03Gv+xL2qw/4MoD71/ybr/t6fB7eWl+JisP3J2/Lp/voNie1pZzn7HEwJqTgeEMDGdgOAPDGRjOwHAGhjMwnIHhDAxnYDgDwxkYzsBwBoYzMJyB4QwMZ2A4A8MZGM7AcAaGMzCcgeEMDLfawO1lFs9fvii0y/qloUzWG/h/X7N/fzMwiIHhfgl8/krn/qVpcr48IxMDH9vn86uN3IJRroHfv23P71YwMEr760n0rv+DgVH+3UV3TfPpL7dgmmvg4c037qJxroGHd77s3EXT/GcLfn9rXs/v+sUx8Pkl7O3pOqn1OljVMTCcgeEMDGdgOAPDGRjOwHAGhjMwnIHhDAxnYDgDwxkYzsBwBoYzMJyB4QwMZ2A4A8MZGM7AcP8AZJ/t2qWW5WcAAAAASUVORK5CYII=)

boxplot(Values~Batch,data = Paneer,xlab = "Batch",ylab = "Values",col = c("#00AFBB","#E7B800"))

![](data:image/png;base64,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)

model <- aov(Values ~ Batch + Fat, data = Paneer)  
summary(model)

## Df Sum Sq Mean Sq F value Pr(>F)   
## Batch 3 9.73 3.24 5.762 0.0336 \*   
## Fat 2 242.21 121.11 215.138 2.6e-06 \*\*\*  
## Residuals 6 3.38 0.56   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

library(lsmeans)

## Warning: package 'lsmeans' was built under R version 3.5.3

## Loading required package: emmeans

## Warning: package 'emmeans' was built under R version 3.5.3

## The 'lsmeans' package is now basically a front end for 'emmeans'.  
## Users are encouraged to switch the rest of the way.  
## See help('transition') for more information, including how to  
## convert old 'lsmeans' objects and scripts to work with 'emmeans'.

lml = lm(Values ~ Batch+Fat, data = Paneer)  
lsm1 = lsmeans(lml, "Fat")  
lsm1

## Fat lsmean SE df lower.CL upper.CL  
## 1 66.5 0.375 6 65.6 67.4  
## 2 77.5 0.375 6 76.6 78.4  
## 3 71.6 0.375 6 70.7 72.5  
##   
## Results are averaged over the levels of: Batch   
## Confidence level used: 0.95

pairs(lsm1)

## contrast estimate SE df t.ratio p.value  
## 1 - 2 -10.99 0.531 6 -20.725 <.0001   
## 1 - 3 -5.09 0.531 6 -9.604 0.0002   
## 2 - 3 5.90 0.531 6 11.121 0.0001   
##   
## Results are averaged over the levels of: Batch   
## P value adjustment: tukey method for comparing a family of 3 estimates

library(multcompView)

## Warning: package 'multcompView' was built under R version 3.5.3

CLD(lsm1,Letters = "abc")

## Warning: 'CLD' will be deprecated. Its use is discouraged.  
## See '? CLD' for an explanation. Use 'pwpp' or 'multcomp::cld' instead.

## Fat lsmean SE df lower.CL upper.CL .group  
## 1 66.5 0.375 6 65.6 67.4 a   
## 3 71.6 0.375 6 70.7 72.5 b   
## 2 77.5 0.375 6 76.6 78.4 ca   
##   
## Results are averaged over the levels of: Batch   
## Confidence level used: 0.95   
## P value adjustment: tukey method for comparing a family of 3 estimates   
## significance level used: alpha = 0.05

lsm2 = lsmeans(lml, "Batch")  
lsm2

## Batch lsmean SE df lower.CL upper.CL  
## 1 72.1 0.433 6 71.1 73.2  
## 2 72.9 0.433 6 71.8 73.9  
## 3 72.0 0.433 6 70.9 73.0  
## 4 70.4 0.433 6 69.3 71.5  
##   
## Results are averaged over the levels of: Fat   
## Confidence level used: 0.95

pairs(lsm2)

## contrast estimate SE df t.ratio p.value  
## 1 - 2 -0.740 0.613 6 -1.208 0.6444   
## 1 - 3 0.167 0.613 6 0.272 0.9922   
## 1 - 4 1.733 0.613 6 2.829 0.1056   
## 2 - 3 0.907 0.613 6 1.480 0.5018   
## 2 - 4 2.473 0.613 6 4.037 0.0262   
## 3 - 4 1.567 0.613 6 2.557 0.1466   
##   
## Results are averaged over the levels of: Fat   
## P value adjustment: tukey method for comparing a family of 4 estimates

**Conclusion**  
Factor 1- The calculated probability value is greater than 0.01, therefore H0 is accepted. Hence, we can conclude that there is no significant difference between the means of the different batches of paneer.

Using *lsmeans* pair 1-3 is significantly better than other pairs  
Factor 2- The calculated probability value is lesser than 0.01, therefore H0 is rejected. Hence, we can conclude that there is a significant difference between the means of the different levels of fat content in the paneer.

Using *lsmeans pair 1-3 is significantly better than other pairs*

2. The R &D manager of a manufacturing firm is in a state of dilemma whether the sales revenue (Crores of rupees) is affected by sales region. Because there might be variability from one period to another period, he decides to use the RCBD by taking the period as block. The corresponding data are presented below.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Period** |  | **Sales region** | | | | | |
|  | **A** | **B** | **C** | **D** | **E** | **F** |
| **1** | 18 | 9 | 15 | 22 | 9 | 10 |
| **2** | 25 | 7 | 14 | 18 | 28 | 13 |
| **3** | 20 | 8 | 12 | 9 | 15 | 17 |
| **4** | 11 | 13 | 30 | 12 | 20 | 23 |
| **5** | 18 | 11 | 25 | 15 | 16 | 8 |
| **6** | 24 | 30 | 17 | 16 | 20 | 30 |

**Aim**  
Factor 1 : Region  
H0: There is no significant effect of region on sales revenue.  
H1: There is a significant effect of region on sales revenue.  
Factor 2 : Period  
H0: There is no significant effect of period on sales revenue.  
H1: There is a significant effect of period on sales revenue.

**Procedure**

library(readxl) # importing the package for reading data

## Warning: package 'readxl' was built under R version 3.5.2

library(lsmeans)# for performing CLD

## Warning: package 'lsmeans' was built under R version 3.5.3

## Loading required package: emmeans

## Warning: package 'emmeans' was built under R version 3.5.3

## The 'lsmeans' package is now basically a front end for 'emmeans'.  
## Users are encouraged to switch the rest of the way.  
## See help('transition') for more information, including how to  
## convert old 'lsmeans' objects and scripts to work with 'emmeans'.

library(multcompView)

## Warning: package 'multcompView' was built under R version 3.5.3

MidSem\_Q2 <- read\_excel("C:/Users/Jeevan/Desktop/Christ University/Statistics/DOE/MidSem\_Q2.xlsx") # importing the data  
# View(MidSem\_Q2) # viewing the data  
str(MidSem\_Q2) # getting the structure of the data

## Classes 'tbl\_df', 'tbl' and 'data.frame': 36 obs. of 3 variables:  
## $ Period: num 1 1 1 1 1 1 2 2 2 2 ...  
## $ Region: chr "A" "B" "C" "D" ...  
## $ Sales : num 18 9 15 22 9 10 25 7 14 18 ...

attach(MidSem\_Q2) # attaching the data for ease  
model<-aov(Sales~Region+Period) # making a 1 way ANOVA model   
summary(model) # getting a summary of the model

## Df Sum Sq Mean Sq F value Pr(>F)   
## Region 5 171.2 34.24 0.80 0.5586   
## Period 1 163.4 163.44 3.82 0.0604 .  
## Residuals 29 1240.9 42.79   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

lml = lm(Sales ~ Region+Period, data = MidSem\_Q2)  
lsm1 = lsmeans(lml, "Region")  
lsm1

## Region lsmean SE df lower.CL upper.CL  
## A 19.3 2.67 29 13.87 24.8  
## B 13.0 2.67 29 7.54 18.5  
## C 18.8 2.67 29 13.37 24.3  
## D 15.3 2.67 29 9.87 20.8  
## E 18.0 2.67 29 12.54 23.5  
## F 16.8 2.67 29 11.37 22.3  
##   
## Confidence level used: 0.95

pairs(lsm1)

## contrast estimate SE df t.ratio p.value  
## A - B 6.333 3.78 29 1.677 0.5570   
## A - C 0.500 3.78 29 0.132 1.0000   
## A - D 4.000 3.78 29 1.059 0.8933   
## A - E 1.333 3.78 29 0.353 0.9992   
## A - F 2.500 3.78 29 0.662 0.9847   
## B - C -5.833 3.78 29 -1.545 0.6395   
## B - D -2.333 3.78 29 -0.618 0.9888   
## B - E -5.000 3.78 29 -1.324 0.7697   
## B - F -3.833 3.78 29 -1.015 0.9091   
## C - D 3.500 3.78 29 0.927 0.9363   
## C - E 0.833 3.78 29 0.221 0.9999   
## C - F 2.000 3.78 29 0.530 0.9945   
## D - E -2.667 3.78 29 -0.706 0.9797   
## D - F -1.500 3.78 29 -0.397 0.9986   
## E - F 1.167 3.78 29 0.309 0.9996   
##   
## P value adjustment: tukey method for comparing a family of 6 estimates

**Conclusion**  
Factor 1- The calculated probability value is greater than 0.05, therefore H0 is accepted. Hence, we can conclude that there is no significant effect on the region on sales revenue.

Using *lsmeans*  region pair C-E  is significantly better than other region pairs.  
Factor 2- The calculated probability value is lesser than 0.05, therefore H0 is rejected. Hence, we can conclude that there is no significant effect of Period on sales revenue.