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Введение

Исследование операций - это наука, занимающаяся разработкой и практическим применением методов эффективного (оптимального) управления организационными системами.

Целью исследования операций (ИСО) является количественное обоснование применяемых решений по управлению организациями.

Целью курса ИСО является изучение математических методов, применяемых при обосновании решений в различных областях целенаправленной человеческой деятельности.

Задача изучения курса ИСО состоит в получении студентами знаний по применению математических методов обоснования управленческих решений в системах организационного типа.

В результате изучения курса, студент должен знать:

- методы математического программирования (линейного, нелинейного, дискретного, динамического);

* методы решения транспортной задачи и ряда других оптимизационных задач.

##### Перечень дисциплин, усвоение которых студентами необходимо для изучения курса ИСО:

* высшая математика (дифференциальное и интегральное исчисление; теория матриц; линейная и векторная алгебра; теория множеств);
* вероятностные методы;
* анализ и построение алгоритмов;
* численные методы;
* программирование (алгоритмические языки).

**Содержание отчета**

Отчет должен содержать:

* Задание и номер варианта.
* Математическую модель задачи ЛП.
* Алгоритм метода и его применение для решения задачи.
* Описание реализации алгоритма.
* Результаты работы программы (скриншоты).
* Ответы на контрольные вопросы.
* Листинг программ.

Лабораторная работа №1

**Тема:** Решение задач линейного программирования (ЛП) графическим методом.

**Цель работы:**

* изучить возможность использования среды Excel для решения задач ЛП;
* рассмотреть графический метод решения задач линейного программирования;
* реализовать графический метод решения задач линейного программирования на ЭВМ.

**Теоретическая часть**

**Общая постановка задачи линейного программирования**

В общем виде задача ЛП формируется следующим образом:

Найти решение X=(x1,x2 …,xn), которое доставляет линейной функции цели экстремальное значение:

n

W=∑cixi → max (min) (1)

i=1

при системе ограничений:

\_\_\_ \_\_\_

∑ajixi=bj, где i=1,n , j=1,m1 , (2)

i \_\_ \_\_\_\_\_\_\_\_

∑ajixi≤bj, где i=1,n , j=m1+1, m2, (3)

i \_\_ \_\_\_\_\_\_\_

∑ajixi≥bj, где i=1,n , j=m2+1, m , (4)

i

и условиях:

\_\_

xi≥0, i=1,r , r≤n (5)

Опр. Если все ограничения задачи ЛП заданы в виде строгих равенств и на все переменные наложены условия не отрицательности, то данная форма называется **канонической**.

Опр. Вектор X=(x1,x2 …,xn), удовлетворяющий ограничениям (2)÷(4) задачи ЛП, называется ее **решением** или планом.

Опр. Множество R(X) всех векторов X, для которых выполняются условия (2)÷(4), (5), называется допустимым множеством решений (в этом случае X называется **допустимым решением** или допустимым планом).

Опр. Решение X0 называется **оптимальным**, если для него выполняется условие

W(X0)≥W(X),

т.е. для всех X∈R(X);

или иначе: оптимальным называется то из допустимых решений, которое обращает в максимум целевую функцию W (в этом случае X0 называется **оптимальным решением** или оптимальным планом).

Задача ЛП может быть записана в матричной или векторной форме. Пусть задача ЛП задана в виде:

n

W=∑cixi → max (min) (6)

i=1

ограничения имеют вид:

a11x1+a12x2+…+ a1nxn ≤b1 ;

a21x1+a22x2+…+ a2nxn ≤b2 ; (7)

………

………

am1x1+am2x2+…+ amnxn ≤bm ,

\_\_\_\_\_\_

xi≥ 0 , i=1,n (8)

В матричной форме задача (6)÷(8) запишется в следующей форме:

W=CTX→ max (min);

AX≤B;

X≥0,

где CT-вектор строка={с1,…, сn}-коэффициенты целевой функции W,

x1

x2

X= … - вектор столбец переменных,

…

xn

a11……a1n

A= ….………

…………. ,

am1……amn

b1

b2

b= … - вектор столбец свободных членов размерности m.

…

bm

n

W=∑cixi → max (min)

i=1

n

W=CTX=|c1, …, cn| \* x1 =∑cixi

. i=1

.

.

xn

a11, a12,……a1n x1

AX≤B ……………… **.** . =

……...………. .

am1, am2,…..amn xn

a11 x1+ a12 x2+…… +a1n xn b1

= ……………………………. ≤ .

am1 x1+ am2 x2+……+amn xn bm

При векторной форме записи ограничение (7) запишется следующим образом:

A1 x1+ A2 x2+…… +An xn ≤ B,

где a11 a1n

A1 = … An = …

am1 , . . . . ., am1 .

**Графический метод решения задачи ЛП**

Графический метод основан на геометрической интерпретации задачи ЛП и применяется для решения задач двумерного пространства. Задачи трехмерного пространства решаются очень редко, так как построение их решения неудобно и лишено наглядности. Рассмотрим метод на примере двумерной задачи.

Найти решение X = (x1, x2), удовлетворяющее системе неравенств

3X1 + X2 ≤ 21

2X1 + 3X2 ≤ 30 (9)

2X2  ≤ 16

X1, X2  ≥ 0, (10)

при котором значение целевой функции

W(X)=3X1+2X2 (11)

достигает максимума.

Построим на плоскости в декартовой прямоугольной системе координат X1OX2 область допустимых решений задачи.

Первым неравенством (9) определяются две области на плоскости (рисунок 1). Одна из них — это область возможных планов задачи, другая — область, где этих планов нет. Границей между ними будет прямая, которую построим, заменив неравенство равенством 3X1+2X2=21. По знаку первого неравенства находим область решения задачи. Аналогично, заменив неравенства равенствами, строим прямые II, III и по знакам неравенств определяем область решений задачи. Неравенства X1 ≥ 0, X2  ≥ 0 означают, что область решения будет расположена справа от оси ординат и над осью абсцисс. Таким образом, заштрихованная на рисунке 1 область OABCD будет областью допустимых решений, определенной ограничениями задачи. Крайние точки полученной выпуклой многогранной области будут соответствовать допустимым базисным решениям задачи (9) — (11). Значение целевой функции W(X)=3X1+2X2 можно определить в любой точке X = (x1, x2) области допустимых решений. Прямая линия, перпендикулярная вектору N = (3,2), будет геометрическим местом точек X = (x1, x2), в которых целевая функция принимает одинаковые фиксированные значения. Так, в точке X' = (3,2) и в любой точке прямой, перпендикулярной вектору N и проходящей через точку Х’ значением функции будет W= 3 • 3 + 2- 2= 13. Вектор N показывает направление параллельного перемещения прямой Х'Х'', соответствующее увеличению целевой функции.

Максимального значения целевая функция достигает в крайней точке С многогранника, являющегося областью допустимых решений задачи. Координаты точки С будут оптимальным решением задачи Хопт = (xопт1, xопт2) и могут быть найдены при решении уравнений методом Крамера:

3X1 + X2 = 21

2X1 + 3X2 = 30.

Вычислим

3 1 21 1 3 21

∆= 2 3 =7, ∆1 = 30 3 =33, ∆2 = 2 30 = 48,

X1 = = 4 , X2 == 6 .

Wmax = 3\*4 + 2\*6 =27.

Следовательно, Xопт = (4 , 6 ), Wmax = 27.

![](data:image/png;base64,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)

Рисунок 1

Область допустимых решений системы может быть:

- пустой, если система ограничений несовместна;

- одной точкой;

- выпуклым многогранником;

- неограниченной выпуклой многогранной областью.

Для вариантов, представленных на рисунках ограниченной областью допустимых решений, могут встретиться два случая:

- максимум целевой функции достигается в единственной точке;

- максимальное значение целевой функции иметь место в любой точке отрезка границы области допустимых значений.

В случае, когда область допустимых решений является неограниченной, могут встретиться варианты:

- целевая функция иметь экстремум;

- функция не ограничена сверху и снизу, т. е. Wmax = ∞, Wmin = — ∞

## Варианты задач к лабораторной работе

**№ 1**

**W**=2X1+X2 → MIN

3X1 -2X2 ≤ 12

-X1 +2X2 ≤ 8

2X1+3X2 ≥ 5

X1, X2 ≥ 0

**№ 2**

**W**=X1+2X2 → MAX

4X1-2X2 ≤ 12

-X1+3X2 ≤ 6

2X1+4X2 ≥ 4

X1, X2 ≥ 0

**№ 3**

W=-2X1+3X2 → MIN

2X1+ X2  ≤ 24

X1+2X2 ≤ 22

X1 - X2 ≥ 10

X1, X2, ≥ 0

**№ 4**

W=7X1 -2X2 → MIN

5X1-2X2 ≤ 3

X1 + X2  ≥ 1

2X1+ X2 ≤ 4

X1, X2 ≥ 0

**№ 5**

W=2X1+7X2 → MAX

12X1+13X2 ≥ 17

3X1+X2 ≤ 5

X1+4X2 ≤ 6

X1, X2 ≥ 0

**№ 6**

W=X1+2X2 → MAX

X1 + X2 ≤ 6

3X1+10X2 ≤ 30

X1+11X2 ≥ 22

X1, X2 ≥ 0

**№ 7**

W=X1+2X2 → MAX

4X1 - 2X2 ≤ 10

-X1+3X2 ≤ 6

2X1+4X2  ≥ 15

X1, X2 ≥ 0

**№ 8**

**W**=3X1+4X2 → MAX

6X1 + 2X2 ≤ 175

X1+ X2 ≤ 30

X1+ 4X2 ≥ 84

X1, X2 ≥ 0

**№ 9**

**W**=2X1+3X2 → MAX

2 X1 + X2 ≤ 10

-2X1+3X2 ≤ 6

2X1+4X2 ≥ 8

X1, X2 ≥ 0

**№ 10**

W=X1+X2 → MIN

2X1 + 4X2 ≤ 16

-4X1+ 2X2  ≤ 8

X1+ 3X2 ≥ 9

X1, X2 ≥ 0

# № 11

W=4X1+X2 → MAX

2X1 - X2 ≤ 12

X1+3X2 ≤ 18

2X1+5X2 ≥ 10

X1, X2, ≥ 0

**№ 12**

W=2X1+3X2 → MAX

2X1 - X2 ≤ 16

3X1+2X2 ≤ 18

-X1+3X2 ≥ 24

X1, X2 ≥ 0

**№ 18**

W=8X1+7X2 → MAX

X1- 2X2 ≤ 12

4X1+ X2 ≤ 16

5X1+ 5X2 ≥ 25

X1, X2 ≥ 0

**№ 19**

W=2X1+3X2 → MAX

2X1 - X2 ≤ 16

3X1+2X2 ≤ 18

-X1+3X2 ≥ 10

X1, X2 ≥ 0

**№ 13**

**W**=-2X1+X2 → MIN

2X1 +2X2 ≥ 10

3X1 + X2 ≥ 15

X1 ≤ 8

X1, X2 ≥ 0

**№ 14**

**W**=X1+2X2 →MAX

X1+ X2 ≤ 4

3X1+ X2 ≥ 4

X1+5X2 ≥ 4

0 ≤ X1 ≤ 3

X2 ≥ 0

**№ 15**

W=2X1-X2 → MAX

X1 - X2  ≥ -3

6X1+ 7X2 ≤ 42

3X1 - 2X2 ≤ 6

X1, X2, ≥ 0

**№ 16**

W=7X1 - X2 → MIN

X1+ X2 ≥ 3

5X1+ X2  ≤ 5

X1+ 5X2 ≥ 4

X1, X2 ≥ 0

**№ 17**

W=7X1+ X2 → MAX

X1 + X2 ≤ 14

3X1-5X2 ≤ 15

5X1+3X2 ≥ 21

X1, X2 ≥ 0

**№ 20**

W=2X1+2X2 →MAX

3X1 -2X2 ≥ -6

X1+ X2 ≥ 6

0 ≤ X1 ≤ 9

0 ≤ X2 ≤ 6

X1, X2 ≥ 0

**№ 21**

W=X1+2X2 **→** MAX

5X1 - 2X2 ≤ 4

X1 - 2X2 ≥ -4

X1+ X2  ≥ 4

X1, X2 ≥ 0

**№ 22**

**W**=2X1- 4X2 → MIN

8X1 - 5X2 ≤ 16

X1+ 3X2 ≥ 2

2X1+ 7X2 ≤ 9

X1, X2 ≥ 0

**№ 23**

**W**=X1+ X2 → MIN

3X1 + X2 ≥ 8

X1+ 2X2 ≥ 6

X1 - X2 ≤ 3

X1, X2 ≥ 0

**№ 24**

W=X1+2X2 → MAX

-3X1 + 2X2 ≤ 9

3X1+ 4X2  ≤ 27

2X1+ X2 ≥ 14

X1, X2 ≥ 0

**Контрольные вопросы**

1. Что называется решением или планом задачи ЛП?
2. Допустимое множество решений.
3. Оптимальное решение задачи ЛП.
4. Алгоритм графического метода решения задач ЛП.
5. Примеры областей допустимых решений задачи ЛП.

Лабораторная работа №2

**Тема:** Решение задач линейного программирования табличным симплексным методом и методом искусственных переменных.

**Цель работы:**

* изучить алгоритм табличного симплекс-метода;
* изучить алгоритм метода искусственных переменных;
* реализовать изученные алгоритмы либо в среде Excel, либо в какой-либо другой программной среде.

**Теоретическая часть**

**Переход к каноническому виду**

**Расширенная форма задачи ЛП**

Пусть задача ЛП задана в общем виде:

n

W=∑cixi → max (min)

i=1

при системе ограничений:

**\_\_\_\_**

∑ajixi=bj, где i=1,n , j=1,m1 ,

i **\_\_\_\_**

∑ajixi≤bj, где i=1,n , j=m1+1,m2, ( \* )

I**\_\_\_\_**

∑ajixi≥bj, где i=1,n , j=m2+1, m, (\*\*)

i

и условиях:

**\_\_\_\_\_**

Xk≥0, k=1,r , r≤n.

Перейдем к каноническому виду:

1. При переходе от ограничений неравенств к равенствам вводят дополнительно неотрицательные переменные, количество которых равно числу неравенств xn+q, где q=m1+1,m, которые прибавляются к левым частям ограничений (\*) и вычитаются из левых частей ограничений (\*\*). В целевую функцию дополнительные переменные входят с нулевыми коэффициентами. В таком виде задача ЛП называется **расширенной**.
2. Если в постановке задачи на некоторые переменные не наложены условия не отрицательности, то их представляют в виде разности неотрицательных переменных.

Например, для задачи (\*), (\*\*) вводим:

xk= xk1- xk2, k>r

xk1, xk2≥0

и теперь получили канонический вид.

**Метод симплекс-таблиц**

Рассмотрим задачу ЛП с системой ограничений в каноническом виде:

n \_\_\_\_\_\_\_

∑аjixi=bj , j=1,m

i=1

Опр. Если при неотрицательности правых частей каждое ограничение системы ограничений-равенств имеет переменную, входящую в левую часть, с коэффициентом тождественно равным 1, а во все остальные уравнения с коэффициентом равным 0, то говорят, что система представлена в **предпочтительном виде**.

Пример симплекс-таблицы, когда A1, A2…, Am – единичный базис.

Таблица

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| С |  |  | С1 | С2 | С3 | … | Сi | Сe | Сn |
|  | X | B | A1 | A2 | A3 | … | Ai | … | An |
| С1 | X1 | b1 | a11 | a12 | a13 |  | a1i |  | a1n |
| С2 | X2 | b2 | a21 | a22 | a23 |  | a2i |  | a2n |
| … |  |  |  |  |  |  |  |  |  |
| Сj | Xj | bj | aj1 | aj2 | aj3 |  | aji | aje | ajn |
| Сr |  | br |  |  |  |  | ari | are |  |
| Сm | Xm | bm | am1 | am2 | am3 |  | ami |  | amn |
|  | W | b0 | Q1= a01 | Q2= a02 | Q3= a03 |  | Qi= a0i |  | Qn= a0n |

В первой строке и первом столбце записываются значения коэффициентов целевой функции ci  ; i=1,n.

В столбце **X** записывают базисные переменные xj ; j=1,m.. Их значения определяются столбцом **В** свободных коэффициентов bi, т.е. xj\*=bj, j∈Iб.

В столбцах **A1, A2…, An** записывают значения с коэффициентом ajr, j=1,m, i=1,n.

Последняя строка называется индексной. В ней записывают: в столбце **X** обозначение целой функции:

W=∑cjxj,

j∈I

а также оценки векторов θi=a01.

### Алгоритм метода симплекс-таблиц

1. Рассчитывают и заполняют начальную таблицу (с дополнительным единичным базисом), включая индексную строку.
2. В качестве направляющего столбца выбирают столбец **Ai**, для которого

θi=a01=min{θе|θе<0}, е=1,n , е∉Iб

(т.е. вектор **Ai** вводится в базис).

1. Направляющая строка **Aj**выбирается из условия:

bj/aji= min{br/ari|ari>0}, j∈ Iб, i∉Iб

(перебираем строки i-го столбца).

1. Делают один шаг симплекс преобразования с направляющим элементом **aji**.

Для элементов направляющей строки:

ajе(k) / aji(k) ; е=1,n е≠i, (1)

ajе(k+1)=

1, если е=i,

bj(k+1)=bj(k)/ aji(k).

Для элементов направляющего столбца:

0; r≠j ; r∈Iб,

ari(k+1)= (2)

1; r=j ; r∈Iб.

Для остальных элементов:

arе(k+1) = arе(k) – (ajе(k)/ aji(k)) ari(k); где е≠i, r≠j, (3)

br(k+1) = br(k) – (bj(k)/ aji(k)) ari(k); где r≠j.

Элементы индексной строки новой таблицы вычисляются по формулам:

W(k+1)=b0(k+1)= b0k- bjka0ik/ ajik, (4)

θе(k+1)=a0е(k+1)= a0еk- ajеka0ik/ ajik, е=1,n. (5)

Правильность вычислений контролируют по формулам непосредственного счета

W(k+1)=b0(k+1)=∑cjbj(k+1). (6)

j∈I

Эта формула только для контроля:

θе(k+1)=a0е(k+1)=∑cjajе(k+1)-се. (7)

j∈I

Примечание:

Т.к. базисные вектора образуют единичную матрицу, то:

αjе=aj

В столбце **X** заменяют xj на xi. А в столбце **С** заменяют cj на ci.

**Метод искусственных переменных**

При приведении системы ограничений к предпочтительному виду возможны следующие случаи:

1. Пусть ограничение задачи ЛП имеет вид:

n  **\_\_\_\_\_\_\_**

∑аjixi ≤ bj , j=1,m

i=1 \_\_\_\_

Добавив к левым частям дополнительную переменную xn+j; j =1,m, получим расширенную задачу, эквивалентную исходной и в которой система ограничений имеет предпочтительный вид:

n **\_\_\_\_\_\_**\_

∑аjixi+xn+j = bj , j =1,m

i=1

Это означает, что в начальный единичный базис можно включить вектора {An+J} J=1,m.

Следовательно, начальный опорный план:

X=(0;0,…., 0, b1, b2, …, bm)

🡨 n 🡪 🡨 m 🡪

В целевую функцию дополнительные переменные вводятся с нулевыми коэффициентами, т.е.

Cn+j=0; j=1,m

1. Пусть ограничения задачи ЛП имеют вид:

n

∑аjixi≥bj , bj≥0

i=1

Вычтем из левых частей дополнительные переменные xn+j≥0, получим расширенную задачу, эквивалентную исходной. Но теперь в ней система ограничений не имеет предпочтительного вида, так как дополнительные переменные входят в левую часть с коэффициентом = -1

n \_\_\_\_\_\_\_

∑аjixi - xn+j=bj , j=1,m

i=1

По тому плану начальный план недопустим

XH=(0;0,…., 0, -b1, -b2, …,- bm)

🡨 n 🡪 🡨 m 🡪

В этом случае вводят так называемый искусственный базис. К левым частям системы ограничений типа равенств, не имеющих предпочтительного вида, добавляют искусственные переменные.

В целевую функцию искусственные переменные вводят с коэффициентом +М при решении задачи на min и с коэффициентом –М при решении задачи на max, где М-большое положительное число

M>>Ci i=1,n

Полученная задача называется М-задачей и соответствует исходной. Она всегда имеет предпочтительный вид.

Теорема. Если в оптимальном плане М-задачи

Xopt M=(x01; x02,…., x0n, x0n+1, …, x0n+m)

🡨 n 🡪 🡨 m 🡪

все искусственные переменные xn+j=0, то план Xopt=(x01, x02, …, x0n)

**оптимален** для исходной задачи.

Если же хотя бы одна из искусственных переменных отлична от нуля, то система ограничений исходной задачи несовместна.

Искусственные переменные при использовании симплекс-метода образуют начальное базисное решение. Применив симплекс-метод, необходимо вывести из базиса все искусственные переменные. Если доказано, что от них нельзя избавиться, то задача, не имеет решения, ее ограничения противоречивы.

## Контрольные вопросы

1. Каноническая форма записи ограничений задачи ЛП.
2. Предпочтительный вид представления ограничений задачи ЛП.
3. Какие есть способы нахождения значения целевой функции?
4. Критерий оптимальности в задачах ЛП на max (min).
5. Какой метод решения систем линейных уравнений лежит в основе метода симплекс-таблиц?
6. Как определяется вектор для включения в базис, если первоначальный план не является оптимальным?
7. Как определить вектор, подлежащий исключению из базиса? Какой элемент называется направляющим?
8. Какая переменная называется искусственной, когда она вводится и какой коэффициент соответствует целевой функции?
9. Зачем в системе ограничений необходим единичный базис?
10. Когда оптимальный план расширенной задачи является оптимальным планом исходной задачи?
11. Когда исходная задача не совместна и как это определить с помощью решения расширенной задачи?
12. Как определяется вектор, подлежащий включению в базис при использовании искусственного базиса?
13. Что понимается под предпочтительным видом записи уравнений ограничений?

**Пример решения задачи ЛП табличным симплекс-методом в среде Exсel**

**Условие задачи**

W=3X1+3X2 → MAX

X1 - 4X2 ≤ 4

3X1+2X2 ≤ 6

X1, X2 ≥ 0

Предпочтительная форма записи задачи ЛП:

W=3X1+3X2 + 0X3+ 0X4 → MAX

X1 - 4X2+1X3+ 0X4 = 4

3X1+ 2X2+ 0X3+1X4 = 6

X1, X2, X3, X4 ≥ 0

Решение задачи табличным симплекс-методом:

Таблица 1

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | A |  | C | D | E | F | G | H | I | J | K |
| 1 |  |  | c |  |  | 3 | 3 | 0 | 0 |  |  |
| 2 |  |  |  | X | B | A1 | A2 | A3 | A4 |  |  |
| 3 |  |  | 0 | X3 | 4 | 1 | -4 | 1 | 0 |  |  |
| 4 |  |  | 0 | X4 | 6 | 3 | 2 | 0 | 1 |  |  |
| 5 |  |  | W |  | 0 | -3 | -3 | 0 | 0 |  |  |
| 6 |  |  |  |  |  |  |  |  |  |  |  |
| 7 |  |  | MAX |  |  |  |  |  |  | 0 |  |
| 8 |  |  | MIN |  |  |  |  |  |  | -3 | A1 |
| 9 |  |  |  |  |  |  |  |  |  |  | 2 |
| 10 |  |  |  |  |  |  |  |  |  |  | 3 |
| 11 |  |  | c |  |  | 3 | 3 | 0 | 0 |  | ИСТИНА |
| 12 |  |  |  | X | B | A1 | A2 | A3 | A4 |  |  |
| 13 |  |  | 0 | X3 | 4 | 0 | -4 | 1 | 0 |  |  |
| 14 |  |  | 3 | X1 | 2 | 1 | 2/3 | 0 | 1/3 |  |  |
| 15 |  |  | W |  | 6 | 0 | -1 | 0 | 1 |  |  |
| 16 |  |  |  |  |  |  |  |  |  |  |  |
| 17 |  |  | MAX |  |  |  |  |  |  | 6 |  |
| 18 |  |  | MIN |  |  |  |  |  |  | -1 | A2 |
|  |  |  |  |  |  |  |  |  |  |  | 0 |
|  |  |  |  |  |  |  |  |  |  |  | 2/3 |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| 21 |  |  | c |  |  | 3 | 3 | 0 | 0 |  | ИСТИНА |
| 22 |  |  |  | X | B | A1 | A2 | A3 | A4 |  |  |
| 23 |  |  | 0 | X3 | 4 | 0 | 0 | 1 | 0 |  |  |
| 24 |  |  | 3 | X2 | 3 | 1 1/2 | 1 | 0 | 1/2 |  |  |
| 25 |  |  | W |  | 9 | 1,5 | 0 | 0 | 1,5 |  |  |
| 26 |  |  | MAX |  |  |  |  |  |  | 9 |  |
| 27 |  |  | MIN |  |  |  |  |  |  | 0 | A3 |
| 28 | ***Оптимал.план*** |  | X1 | 0 |  |  |  |  |  |  |  |
| 29 |  |  | X2 | 3 |  |  |  |  |  |  |  |
| 30 |  |  | X3 | 4 |  |  |  |  |  |  |  |
| 31 |  |  | X4 | 0 |  |  |  |  |  |  |  |

**X3** в таблице1 определяется по следующей формуле:

ЕСЛИ(И((F3=1);(F4=0));"X1";ЕСЛИ(И((G3=1);(G4=0));"X2";ЕСЛИ(И((H3=1);(H4=0));"X3";ЕСЛИ(И((I3=1);(I4=0));"X4"))))

Определение коэффициента целевой функции в столбце **C**:

ЕСЛИ(И((F13=1);(F14=0));F11;ЕСЛИ(И((G13=1);(G14=0));G11;ЕСЛИ(И((H13=1);(H14=0));H11;ЕСЛИ(И((I13=1);(I14=0));I11))))

Нахождение значения целевой функции на каждой итерации:

СУММ(C13\*E13;C14\*E14)-E11

Нахождение значения оценки для вектора A1 в индексной строке:

СУММ(C13\*F13;C14\*F14)-F11

## Варианты задач к лабораторной работе

**№ 1**

**W**=2X1+X2 → MIN

3X1 -2X2 ≤ 12

-X1 +2X2 ≤ 8

2X1+3X2 ≥ 5

X1, X2 ≥ 0

**№ 2**

**W**=X1+2X2 → MAX

4X1-2X2 ≤ 12

-X1+3X2 ≤ 6

2X1+4X2 ≥ 4

X1, X2 ≥ 0

**№ 3**

W=-2X1+3X2 → MIN

2X1+ X2  ≤ 24

X1+2X2 ≤ 22

X1 - X2 ≥ 10

X1, X2, ≥ 0

**№ 4**

W=7X1 -2X2 → MIN

5X1-2X2 ≤ 3

X1 + X2  ≥ 1

2X1+ X2 ≤ 4

X1, X2 ≥ 0

**№ 5**

W=2X1+7X2 → MAX

12X1+13X2 ≤ 17

3X1+X2 ≤ 5

X1+4X2 ≥ 6

X1, X2 ≥ 0

**№ 6**

W=X1+2X2 → MAX

X1 + X2 ≤ 6

3X1+10X2 ≤ 30

X1+11X2 ≥ 22

X1, X2 ≥ 0

**№ 7**

W=X1+2X2 → MAX

4X1 - 2X2 ≤ 10

-X1+3X2 ≤ 6

2X1+4X2  ≥ 15

X1, X2 ≥ 0

**№ 8**

**W**=3X1+4X2 → MAX

6X1 + 2X2 ≤ 175

X1+ X2 ≤ 30

X1+ 4X2 ≥ 84

X1, X2 ≥ 0

**№ 9**

**W**=2X1+3X2 → MAX

2 X1 + X2 ≤ 10

-2X1+3X2 ≤ 6

2X1+4X2 ≥ 8

X1, X2 ≥ 0

**№ 10**

W=X1+X2 → MIN

2X1 + 4X2 ≤ 16

-4X1+ 2X2  ≤ 8

X1+ 3X2 ≥ 9

X1, X2 ≥ 0

# № 11

W=4X1+X2 → MAX

2X1 - X2 ≤ 12

X1+3X2 ≤ 18

2X1+5X2 ≥ 10

X1, X2, ≥ 0

**№ 12**

W=2X1+3X2 → MAX

2X1 - X2 ≤ 16

3X1+2X2 ≤ 18

-X1+3X2 ≥ 24

X1, X2 ≥ 0

**№ 18**

W=8X1+7X2 → MAX

X1- 2X2 ≤ 12

4X1+ X2 ≤ 16

5X1+ 5X2 ≥ 25

X1, X2 ≥ 0

**№ 19**

W=2X1+3X2 → MAX

2X1 - X2 ≤ 16

3X1+2X2 ≤ 18

-X1+3X2 ≥ 10

X1, X2 ≥ 0

**№ 13**

**W**=-2X1+X2 → MIN

2X1 +2X2 ≥ 10

3X1 + X2 ≥ 15

X1 ≤ 8

X1, X2 ≥ 0

**№ 14**

**W**=X1+2X2 →MAX

X1+ X2 ≤ 4

3X1+ X2 ≥ 4

X1+5X2 ≥ 4

0 ≤ X1 ≤ 3

X2 ≥ 0

**№ 15**

W=2X1-X2 → MAX

X1 - X2  ≥ -3

6X1+ 7X2 ≤ 42

3X1 - 2X2 ≤ 6

X1, X2, ≥ 0

**№ 16**

W=7X1 - X2 → MIN

X1+ X2 ≥ 3

5X1+ X2  ≤ 5

X1+ 5X2 ≥ 4

X1, X2 ≥ 0

**№ 17**

W=7X1+ X2 → MAX

X1 + X2 ≤ 14

3X1-5X2 ≤ 15

5X1+3X2 ≥ 21

X1, X2 ≥ 0

**№ 20**

W=2X1+2X2 →MAX

3X1 -2X2 ≥ -6

X1+ X2 ≥ 6

0 ≤ X1 ≤ 9

0 ≤ X2 ≤ 6

X1, X2 ≥ 0

**№ 21**

W=X1+2X2 **→** MAX

5X1 - 2X2 ≤ 4

X1 - 2X2 ≥ -4

X1+ X2  ≥ 4

X1, X2 ≥ 0

**№ 22**

**W**=2X1-4X2 → MIN

8X1 - 5X2 ≤ 16

X1+ 3X2 ≥ 2

2X1+ 7X2 ≤ 9

X1, X2 ≥ 0

**№ 23**

**W**=X1+ X2 → MIN

3X1 + X2 ≥ 8

X1 + 2X2 ≥ 6

X1 - X2 ≤ 3

X1, X2 ≥ 0

**№ 24**

W=X1+2X2 → MAX

-3X1 + 2X2 ≤ 9

3X1+ 4X2  ≤ 27

2X1+ X2 ≥ 14

X1, X2 ≥ 0

Лабораторная работа №3

**Тема:** Линейное программирование. Двойственная задача.

**Цель работы:**

* изучить использование теорем двойственности для нахождения оптимальных решений пары двойственных задач,
* найти оптимальное решение прямой задачи по результатам решения двойственной задачи табличным симплекс-методом.

Виды математических моделей двойственных задач

Виды модели делятся на две группы:

I. Симметричная пара двойственных задач (система ограничений задается в виде неравенств и на переменные наложено условие не отрицательности):

Прямая Двойственная

1. W=CTX 🡪 max F=BTY 🡪 min

AX ≤ B ATY ≥ C

X ≥ 0 Y ≥ 0

1. W=CTX 🡪 min F=BTY 🡪 max

AX ≥ B ATY ≤ C

X ≥ 0 Y ≥ 0

II. Несимметричная пара двойственных задач (система ограничений прямой задачи задана равенствами; а в двойственной задаче неравенствами, причем в двойственной переменные могут быть меньше нуля (<0)).

Прямая Двойственная

1. W=CTX 🡪 max F=BTY 🡪 min

AX = B ATY ≥ C

X ≥ 0

1. W=CTX 🡪 min F=BTY 🡪 max

AX = B ATY ≤ C

X ≥ 0

Примечание:

Всякую симметричную пару двойственных задач можно представить в виде несимметричной.

По первой основной теореме двойственности между оптимальными решениями прямой и двойственных задач и элементами индексных строк симплекс-таблиц, соответствующих этим решениям, существует взаимосвязь.

Если прямая задача решается на max, то справедливо следующее соотношение:

Y0j=θn+jП; j=1,m

X0i=-θm+iД; i=1,n

Если прямая задача решается на min, то справедливы следующие условия:

Y0j= -θn+jП; j=1,m

X0i= θm+iД; i=1,n

Здесь n-количество переменных прямой задачи, m-количество ее ограничений,

-θn+jП, θm+iД –соответствующие элементы индексных строк прямой (П) и двойственной (Д) задач.

Контрольные вопросы

1. Запишите возможные виды математических моделей.
2. Как найти оптимальное решение двойственной задачи по оптимальному решению прямой задачи в симплекс-таблице и наоборот?
3. Когда двойственная задача не имеет оптимального решения?
4. Какое существует взаимно однозначное соответствие между переменными исходной задачи и ограничениями двойственной.

## Варианты задач к лабораторной работе

**№ 1**

**W**=2X1+X2 → MIN

3X1 -2X2 ≤ 12

-X1 +2X2 ≤ 8

2X1+3X2 ≥ 5

X1, X2 ≥ 0

**№ 2**

**W**=X1+2X2 → MAX

4X1-2X2 ≤ 12

-X1+3X2 ≤ 6

2X1+4X2 ≥ 4

X1, X2 ≥ 0

**№ 3**

W=-2X1+3X2 → MIN

2X1+ X2  ≤ 24

X1+2X2 ≤ 22

X1 - X2 ≥ 10

X1, X2, ≥ 0

**№ 4**

W=7X1 -2X2 → MIN

5X1-2X2 ≤ 3

X1 + X2  ≥ 1

2X1+ X2 ≤ 4

X1, X2 ≥ 0

**№ 5**

W=2X1+7X2 → MAX

12X1+13X2 ≤ 17

3X1+X2 ≤ 5

X1+4X2 ≥ 6

X1, X2 ≥ 0

**№ 6**

W=X1+2X2 → MAX

X1 + X2 ≤ 6

3X1+10X2 ≤ 30

X1+11X2 ≥ 22

X1, X2 ≥ 0

**№ 7**

W=X1+2X2 → MAX

4X1 - 2X2 ≤ 10

-X1+3X2 ≤ 6

2X1+4X2  ≥ 15

**№ 8**

**W**=3X1+4X2 → MAX

6X1 + 2X2 ≤ 175

X1+ X2 ≤ 30

X1+ 4X2 ≥ 84

X1, X2 ≥ 0

**№ 9**

**W**=2X1+3X2 → MAX

2 X1 + X2 ≤ 10

-2X1+3X2 ≤ 6

2X1+4X2 ≥ 8

X1, X2 ≥ 0

**№ 10**

W=X1+X2 → MIN

2X1 + 4X2 ≤ 16

-4X1+ 2X2  ≤ 8

X1+ 3X2 ≥ 9

X1, X2 ≥ 0

# № 11

W=4X1+X2 → MAX

2X1 - X2 ≤ 12

X1+3X2 ≤ 18

2X1+5X2 ≥ 10

X1, X2, ≥ 0

**№ 12**

W=2X1+3X2 → MAX

2X1 - X2 ≤ 16

3X1+2X2 ≤ 18

-X1+3X2 ≥ 24

X1, X2 ≥ 0

**№ 13**

W=8X1+7X2 → MAX

X1- 2X2 ≤ 12

4X1+ X2 ≤ 16

5X1+ 5X2 ≥ 25

X1, X2 ≥ 0

**№ 14**

W=2X1+3X2 → MAX

2X1 - X2 ≤ 16

3X1+2X2 ≤ 18

-X1+3X2 ≥ 10

X1, X2 ≥ 0

X1, X2 ≥ 0

**№ 15**

**W**=-2X1+X2 → MIN

2X1 +2X2 ≥ 10

3X1 + X2 ≥ 15

X1 ≤ 8

X1, X2 ≥ 0

**№ 16**

**W**=X1+2X2 →MAX

X1+ X2 ≤ 4

3X1+ X2 ≥ 4

X1+5X2 ≥ 4

0 ≤ X1 ≤ 3

X2 ≥ 0

**№ 17**

W=2X1-X2 → MAX

X1 - X2  ≥ -3

6X1+ 7X2 ≤ 42

3X1 - 2X2 ≤ 6

X1, X2, ≥ 0

**№ 18**

W=7X1 - X2 → MIN

X1+ X2 ≥ 3

5X1+ X2  ≤ 5

X1+ 5X2 ≥ 4

X1, X2 ≥ 0

**№ 19**

W=7X1+ X2 → MAX

X1 + X2 ≤ 14

3X1-5X2 ≤ 15

5X1+3X2 ≥ 21

X1, X2 ≥ 0

**№ 20**

W=2X1+2X2 →MAX

3X1 -2X2 ≥ -6

X1+ X2 ≥ 6

0 ≤ X1 ≤ 9

0 ≤ X2 ≤ 6

X1, X2 ≥ 0

**№ 21**

W=X1+2X2 **→** MAX

5X1 - 2X2 ≤ 4

X1 - 2X2 ≥ -4

X1+ X2  ≥ 4

X1, X2 ≥ 0

**№ 22**

**W**=2X1-4X2 → MIN

8X1 - 5X2 ≤ 16

X1+ 3X2 ≥ 2

2X1+ 7X2 ≤ 9

X1, X2 ≥ 0

**№ 23**

**W**=X1+ X2 → MIN

3X1 + X2 ≥ 8

X1+ 2X2 ≥ 6

X1 - X2 ≤ 3

X1, X2 ≥ 0

**№ 24**

W=X1+2X2 → MAX

-3X1 + 2X2 ≤ 9

3X1+ 4X2  ≤ 27

2X1+ X2 ≥ 14

X1, X2 ≥ 0

Лабораторная работа №4

**Тема:** Транспортная задача.

**Цель работы:**

* изучить и сравнить методы нахождения начального опорного плана (метод северо-западного угла и метод минимального элемента),
* реализовать алгоритмы обоих методов.

## Постановка транспортной задачи по критерию стоимости

Пусть имеются пункты-поставщики:

**Aj**; j=1,m

располагающие некоторым однородным продуктом объемом по аj единиц, и пункты потребители

**Bi**; i=1,n

с объемом потребления по bi единиц.

Задана матрица **С={Cji}**- матрица тарифов или транспортных издержек, где

**Cji**- стоимость перевозки единицы продукции от j поставщика i-му потребителю.

Возникает задача определения плана перевозок

**X={xji}**,

(где xji-количество единиц продукции, поставляемой из пункта Aj в Bi)

такого, что запросы всех потребителей будут полностью удовлетворены, т.е. весь продукт от поставщиков вывезен и суммарные транспортные издержки будут min.

Условия этой задачи удобно представить в виде таблицы 2.

Таблица 2.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | Объем потребления | | | | | | | | | |
|  | aj\ bi | b1 | | b2 | | ………… | bi | | ……...….. | bn | |
| Объем производства | a1 |  | c11 |  | c12 | ………… |  | c1i | ………..... |  | c1n |
| x11 |  | x12 |  | x1i |  | x1n |  |
| a2 |  | c21 | ………..... | | ………… |  | c2i | ……….... |  | c2n |
| x21 |  | x2i |  | x2n |  |
| ……. | …………. | | …………. | | ………… | ………… | | ………… | ………… | |
| aj |  | cj1 | …………. | | ………… |  | cji | ………… |  | cjn |
| xj1 |  | xji |  | xjn |  |
| ……. | ………… | | …………. | | ………… |  | | ………… |  | |
| am |  | cm1 | …………. | | ………… |  | cmi | ………… |  | cmn |
| xm1 |  | xmi |  | xmn |  |

Построим математическую модель задачи.

Функция цели – минимизация суммарных затрат на перевозку продукции:

m n

W=∑ ∑cjixji → min (1)

j=1 i=1

Ограничения:

1. на запасы продукции у поставщиков, которые по условию задачи должны быть полностью вывезены:

n

∑xji  = aj, j=1,m (2)

i=1

xj1

xjn

Рисунок 2

1. на запросы потребителей, которые по условию задачи должны быть полностью удовлетворены:

m

∑xji  = bi, i=1,n (3)

j=1

x1i

xmi

Рисунок 3

1. условие неотрицательности, исключающее обратные перевозки

xji ≥ 0 ∀ j,i (4)

На практике существуют задачи, в которых выполняются равенство между суммарными ресурсами (запасами) и суммарными потребностями (условие баланса)

m n

∑aj  = ∑bi (5)

j=1 i=1

(объем производства равен объему потребления), так задачи, в которых объем производства не равен объему потребления:

m n

∑aj  ≠ ∑bi (6)

j=1 i=1

Задача (1) ÷ (4) при условии (5) называется **закрытой моделью**, а при условии (6) – **открытой**.

*Теорема*: Любая транспортная задача, у которой суммарный объем запаса совпадает с суммарным объемом потребления, имеет решение.

Таким образом, условие (5) является необходимым и достаточным условием совместимости (2) и (3) и, следовательно, разрешимости задачи.

Открытая модель должна быть сведена к закрытой транспортной модели.

При

m n

∑aj  > ∑bi

j=1 i=1

(запасы поставщиков превышают потребности потребителей) вводят дополнительный (фиктивный) пункт потребления, запросы которого равны излишку запаса

m n

bn+1 = ∑aj  - ∑bi (7)

j=1 i=1

При

n n

∑aj  > ∑bi

j=1 i=1

(запросы больше запасов) вводится дополнительный (фиктивный) пункт производства, запасы которого считают равными недостающей продукции:

n m

am+1 = ∑bi  - ∑ai (8)

i=1 j=1

В обоих случаях при выполнении условия (7) или (8) получим расширенную закрытую модель.

Матрицу X={xji}, удовлетворяющую условию (2)÷(5), называют **допустимым** планом перевозок, а xji – **допустимыми перевозками**.

Допустимый план X, доставляющий W (формула (1)) минимальное значение, называется **оптимальным** X0.

Матрица С={сji} называется **матрицей тарифов** или матрицей транспортных издержек.

Оптимальный план расширенной закрытой модели дает оптимальный план исходной задачи. В случае введения фиктивного потребителя (7) поставщики xj,n+1 в оптимальном плане расширенной задачи покажут остатки продукции на складах поставщиков. Тарифы Сj,n+1 считаются равными нулю.

В случае введения фиктивного поставщика (8) поставки xm+1,i в оптимальном плане расширенной задачи покажут объемы недостачи продукции.

**Метод северо-западного угла**

Рассмотрим идею метода на примере.

Дана транспортная задача с четырьмя пунктами производства с объемами производства {aj} {1,2,3,4} и четырьмя пунктами потребления с объемами потребления {bi} {5,1,2,2}. Построим матрицу транспортной задачи.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | aj |  |  |  |  |  |  |
|  | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 2 | 0 | 0 | 0 | 2 | 2 | 0 | 0 | 0 | 0 | 0 |
| X = | 2 | 1 | 0 | 0 | 3 | 3 | 3 | 1 | 0 | 0 | 0 |
|  | 0 | 0 | 2 | 2 | 4 | 4 | 4 | 4 | 4 | 2 | 0 |
| bi | 5 | 1 | 2 | 2 |  |  |  |  |  |  |  |
|  | 4 | 1 | 2 | 2 |  |  |  |  |  |  |  |
|  | 2 | 1 | 2 | 2 |  |  |  |  |  |  |  |
|  | 0 | 1 | 2 | 2 |  |  |  |  |  |  |  |
|  | 0 | 0 | 2 | 2 |  |  |  |  |  |  |  |
|  | 0 | 0 | 0 | 2 |  |  |  |  |  |  |  |
|  | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |

Для удобства вычисления в столбцах справа будем записывать остатки не вывезенного продукта, а в строках неудовлетворенные потребности. Заполнение таблицы начинают с левого верхнего угла.

Сравнив aj=1 и b1=5, выбираем меньшее из них и получаем x11 =1. Так как выбор произведен по строке, то остальная часть левой строки должна быть заполнена 0 (из данного пункта больше ничего вывезти нельзя).

Во вспомогательном столбце записываются остатки не вывезенного продукта. aji=0. Во вспомогательной строке не удовлетворенные потребности после одного шага заполнения. Переходим ко второй строке и начинаем заполнение со строки x21: a2(1)=2; b1(1)=4, выбираем меньшее из них. Поэтому x21=2. Остальную часть второй строки заполняем нулями. И так далее.

## Алгоритм метода северо-западного угла

1. Определим верхний левый элемент матрицы X.

x11=min(a1,b1)

Возможны три случая:

1. если a1<b1, то x11=a1 и вся первая строка, начиная со второго элемента, заполняется нулями. Больше ничего из пункта A1 вывезти нельзя.
2. если a1>b1, то x11=b1, а все оставшиеся элементы первого столбца заполняются нулями. В пункт B1, больше ничего привозить не нужно.
3. если a1=b1, то x11=a1=b1, а все оставшиеся элементы первого столбца и первой строки заполняются нулями.

На этом первый шаг метода заканчивается.

1. Пусть проделано k шагов.

k+1 шаг состоит в следующем: определяют верхний левый элемент незаполненной верхней части матрицы X.

Пусть этот элемент xλμ (λ+μ=k+2), k=0,1,2…, причем xλμ=min{aλ(k),bμ(k)}, где

m

aλ(k)=aλ-∑ xλi

i=1

λ-1

bμ(k)=bμ-∑ xjμ

j=1

Если aλ(k)≤ bμ(k), то заполняем нулями строки λ, начиная с μ+1 элемента. В противном случае заполняют нулями оставшуюся часть μ-го столбца. Метод северо-западного угла хорошо реализуется на ЭВМ.

Число итераций для получения оптимального решения транспортной задачи существенно зависит от начального плана, т.к. при использовании метода северо-западного угла не учитываются стоимости перевозок, т.е. сам начальный план в общем случае будет далек от оптимального. Поэтому при решении задачи вручную, целесообразнее применять другие методы, основанные на учете стоимости.

##### Метод минимального элемента

Он позволяет построит начальный опорный план транспортной задачи и является вариантом метода северо-западного угла, учитывающий специфику матрицы тарифов С={сji}.

В отличие от метода северо-западного угла данный метод позволяет сразу получить достаточно экономичный план, сокращая общее количество итераций по его оптимизации.

###### Алгоритм метода минимального элемента

Элементы матрицы C нумеруют, начиная с минимального в порядке возрастания, и затем в этом же порядке заполняется матрица X, используя метод северо-западного угла.

Пример: Нумеруем матрицу тарифов (затемненные прямоугольники).

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Aj \ Bi | 1 | | 2 | | 3 | | 4 | | Bi  / Aj |
| 1 | 7 | 10 | 8 | 11 | 5 | 7 | 3 | 5 | 11 |
|  |  |  |  |
| 2 | 2 | 3 | 4 | 6 | 5 | 8 | 9 | 12 | 11 |
|  |  |  |  |
| 3 | 6 | 9 | 3 | 4 | 1 | 1 | 2 | 2 | 8 |
|  |  |  |  |
| Aj / Bi | 5 | | 9 | | 9 | | 7 | | Bi  \ Aj |

Проверяем условие баланса

3

∑aj  = 11+11+8 = 30,

j=1

4

∑bi = 5+9+9+7 =30.

i=1

3 4

∑aj  = ∑bi

j=1 i=1

поэтому задача разрешима.

Заполняется матрица Xн (начальный опорный план).

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 10 | 3 | 11 | 1 | 7 | 7 | 5 | 11 | 4 | 3 | 0 |
|  |  |  |  |
| 5 | 3 | 6 | 6 | 0 | 8 | 0 | 12 | 11 | 6 | 0 | 0 |
|  |  |  |  |
| 0 | 9 | 0 | 4 | 8 | 1 | 0 | 2 | 8 | 0 | 0 | 0 |
|  |  |  |  |
| 5 | | 9 | | 9 | | 7 | |  |  |  |  |
| 0 | | 3 | | 1 | | 7 | |  |  |  |  |
| 0 | | 0 | | 0 | | 0 | |  |  |  |  |

В результате получаем следующий начальный опорный план:

0 3 1 7

XН = 5 6 3 0

0 0 8 0

Соответствующее значение целевой функции:

3 4

W(XН)=∑ ∑cjixji = 3\*8+1\*5+7\*3+5\*2+6\*4+8\*1 = 92

j=1 i=1

#### Контрольные вопросы

1. Сформулируйте транспортную задачу ЛП и напишите ее математическую модель.
2. Сформулируйте теорему о существовании решения транспортной задачи.
3. Какие существуют методы построения начального опорного плана и постройте опорный план с помощью этих методов?
4. Сколько положительных перевозок должен содержать невырожденный опорный план и почему?
5. В чем заключается опорность плана транспортной задачи, условия которой записаны в виде таблицы?
6. Какая модель транспортной задачи называется закрытой, а какая – открытой?
7. Как открытую модель преобразовать в закрытую?
8. Для решения каких экономических задач применяется транспортная задача?

## Задание к лабораторной работе

Найти начальный опорный план транспортной задачи двумя методами.

Ниже приведены задачи по вариантам:

№1

aj

3 1 7 5 30

C= 7 3 5 6 75

6 6 4 3 45

bi 40 35 25 60

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№2

aj

5 2 4 1 50

C= 6 3 1 5 30

3 2 4 2 40

bi 20 30 10 30

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№3

aj

3 5 6 30

C= 4 4 2 80

7 6 9 20

12 10 4 20

bi 50 30 55

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№4

aj

4 5 6 2 30

C= 1 3 2 3 90

4 1 5 1 40

bi  70 30 50 30

где С-матрица тарифов

aj(j=1,5)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№5

aj

2 3 4 3 80

C= 5 3 1 2 60

2 1 4 2 80

bi  20 40 60 80

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№6

aj

1 4 2 10

C= 6 2 7 15

5 4 7 20

5 4 8 25

bi 25 15 10

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№7

aj

1 2 4 1 50

C= 2 3 1 5 30

3 2 4 4 20

bi 30 30 10 20

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№8

aj

1 4 7 3 50

C= 5 6 8 9 90

7 2 4 8 20

bi 50 70 20 40

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№9

aj

1 3 6 2 30

C= 9 1 8 3 40

7 5 3 1 70

bi 35 40 25 70

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№10

aj

5 8 4 4 80

C= 1 2 3 8 45

4 7 6 1 60

bi 45 60 70 40

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№11

aj

4 5 5 7 10

C= 8 7 5 4 20

1 6 4 5 50

3 2 1 3 30

bi 40 30 20 40

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№12

aj

2 7 3 6 30

C= 3 4 5 7 70

5 7 6 2 50

bi 20 40 35 60

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№13

aj

1 3 3 8 20

C= 8 6 2 6 20

2 7 3 1 40

5 2 4 5 45

bi 25 30 40 15

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№14

aj

1 3 6 2 70

C= 9 1 8 3 40

7 5 3 1 30

bi 35 50 20 70

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№15

aj

3 1 4 7 30

C= 7 3 5 8 85

6 3 4 6 45

bi 40 35 15 60

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№16

aj

4 2 4 1 50

C= 2 3 6 5 30

6 2 4 1 20

bi 30 30 10 20

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№17

aj

3 1 6 5 20

C= 7 3 5 6 70

6 7 5 3 45

bi 40 30 25 50

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№18

aj

1 2 4 1 50

C= 6 3 1 5 30

3 6 4 2 30

bi 20 30 15 30

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№19

aj

3 5 6 30

C= 6 4 2 80

7 6 9 20

2 10 4 20

bi 50 40 45

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№20

aj

2 5 6 1 30

C= 1 3 2 3 80

4 1 5 2 40

bi  60 30 50 30

где С-матрица тарифов

aj(j=1,5)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№21

aj

1 3 5 3 80

C= 5 3 1 2 60

2 1 4 2 70

bi  20 40 60 70

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№22

aj

1 4 2 10

C= 6 2 1 15

5 3 7 20

5 4 3 25

bi 25 15 210

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№23

aj

5 2 6 1 50

C= 2 3 1 5 30

3 2 4 4 20

bi 30 30 15 20

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№24

aj

1 4 6 3 50

C= 5 6 8 3 70

5 2 4 8 20

bi 50 60 20 30

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

Лабораторная работа №5

**Тема:** Транспортная задача. Метод потенциалов.

**Цель работы:**

* изучить метод потенциалов для нахождения оптимального опорного плана транспортной задачи;
* реализовать алгоритм метода.

##### Метод потенциалов

Идея метода состоит в следующем. Сначала строится начальный опорный план одним из методов, изложенных в лабораторной работе №3, а затем осуществляется его улучшение, пока не будет удовлетворяться признак оптимального плана.

Алгоритм метода потенциалов решения транспортной задачи состоит из предварительного этапа и конечного числа итераций.

На предварительном этапе строят начальный опорный план Xо. Затем для этого плана рассчитывают оценочную матрицу

D0=||Cij-(Vj-Ui)||mxn, (1)

где Vj и Ui – потенциалы пунктов отправления Ai и пунктов назначения Bj.

Предварительные потенциалы выбирают таким образом, чтобы для связанных коммуникациями пар пунктов, для которых в плане Xо, xij≠0, разность потенциалов была равна сij:

Vj-Ui=cij (2)

Если матрица Dо не содержит отрицательных элементов, то Xо – оптимальный план. В противном случае Xо - неоптимальный план и его можно улучшить.

##### Описание алгоритма метода потенциалов

Предварительный этап

1. Определяем начальный опорный план Xо одним из описанных способов.
2. Вычисляем оценочную матрицу Dо. Для расчета элементов матрицы необходимо первоначально определить все потенциалы Vj и Ui. Строим схему перевозок, соответствующую начальному опорному плану Xо, т. е. соединяем коммуникациями пункты отправления и назначения, для которых xij≠0. Пользуясь соотношением (2), определяем последовательно все потенциалы пунктов отправления и назначения, принимая для удобства U1=0. Затем по (1) находим элементы матрицы Dо. Очевидно, что позиции матрицы Dо, отвечающие базисным элементам плана Xо, заняты нулями.

(k+1)-я итерация

1. Если в оценочной матрице Dk все элементы положительны, план X(k) – оптимальный, в противном случае следует приступить к его улучшению.
2. Выбираем наибольший по модулю отрицательный элемент оценочной матрицы dst(k) и, начиная с соответствующего ему элемента xst, в матрице X(k) строим замкнутую цепочку, в которую входят элементы xij(k)≠0.

Затем определяем θ - минимальный элемент среди всех нечетных по порядку расположения в цепочке, считая первым следующий за xst элемент.

1. Строим новый план X(k+1), прибавляя θ по всем четным элементам цепочки и вычитая из нечетных. Элементы матрицы X(k), не входящие в цепочку, переносятся в матрицу X(k+1) без изменения.
2. С помощью эквивалентных преобразований матрицы D(k) находим оценочную матрицу D(k+1) для нового плана X(k+1). Для этого подчеркиваем в матрице D(k) все элементы, соответствующие ненулевым элементам матрицы X(k+1) (они обязательно равны нулю). В матрице D(k) зачеркиваем строку, содержащую элемент dst. Если в этой строке имеются подчеркнутые элементы, то зачеркиваем соответствующие этим элементам столбцы. Если в каждом зачеркнутом столбце имеются подчеркнутые элементы, зачеркиваем соответствующие им строки, и так до тех пор, пока описанная процедура выполнима. После этого по всем элементам зачеркнутых строк прибавляем |dst|, а от элементов зачеркнутых столбцов вычитаем |dst|. Получаем новую оценочную матрицу. Если в матрице D(k+1) нет отрицательных элементов, то план X(k+1) – оптимальный, иначе переходим к следующей итерации.

На этом итерация завершается.

## Контрольные вопросы

1. Дайте определение системе потенциалов, расскажите, как она строится.
2. В каком случае опорный план транспортной задачи является оптимальным?

## Задание к лабораторной работе

Найти оптимальный опорный план транспортной задачи методом потенциалов:

Ниже приведены задачи по вариантам:

№1

aj

3 1 7 5 30

C= 7 3 5 6 75

6 6 4 3 45

bi 40 35 25 60

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№2

aj

5 2 4 1 50

C= 6 3 1 5 30

3 2 4 2 40

bi 20 30 10 30

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№3

aj

3 5 6 30

C= 4 4 2 80

7 6 9 20

12 10 4 20

bi 50 30 55

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№4

aj

4 5 6 2 30

C= 1 3 2 3 90

4 1 5 1 40

bi  70 30 50 30

где С-матрица тарифов

aj(j=1,5)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№5

aj

2 3 4 3 80

C= 5 3 1 2 60

2 1 4 2 80

bi  20 40 60 80

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№6

aj

1 4 2 10

C= 6 2 7 15

5 4 7 20

5 4 8 25

bi 25 15 10

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№7

aj

1 2 4 1 50

C= 2 3 1 5 30

3 2 4 4 20

bi 30 30 10 20

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№8

aj

1 4 7 3 50

C= 5 6 8 9 90

7 2 4 8 20

bi 50 70 20 40

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№9

aj

1 3 6 2 30

C= 9 1 8 3 40

7 5 3 1 70

bi 35 40 25 70

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№10

aj

5 8 4 4 80

C= 1 2 3 8 45

4 7 6 1 60

bi 45 60 70 40

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№11

aj

4 5 5 7 10

C= 8 7 5 4 20

1 6 4 5 50

3 2 1 3 30

bi 40 30 20 40

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№12

aj

2 7 3 6 30

C= 3 4 5 7 70

5 7 6 2 50

bi 20 40 35 60

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№13

aj

1 3 3 8 20

C= 8 6 2 6 20

2 7 3 1 40

5 2 4 5 45

bi 25 30 40 15

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№14

aj

1 3 6 2 70

C= 9 1 8 3 40

7 5 3 1 30

bi 35 50 20 70

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№15

aj

3 1 4 7 30

C= 7 3 5 8 85

6 3 4 6 45

bi 40 35 15 60

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№16

aj

4 2 4 1 50

C= 2 3 6 5 30

6 2 4 1 20

bi 30 30 10 20

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№17

aj

3 1 6 5 20

C= 7 3 5 6 70

6 7 5 3 45

bi 40 30 25 50

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№18

aj

1 2 4 1 50

C= 6 3 1 5 30

3 6 4 2 30

bi 20 30 15 30

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№19

aj

3 5 6 30

C= 6 4 2 80

7 6 9 20

2 10 4 20

bi 50 40 45

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№20

aj

2 5 6 1 30

C= 1 3 2 3 80

4 1 5 2 40

bi  60 30 50 30

где С-матрица тарифов

aj(j=1,5)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№21

aj

1 3 5 3 80

C= 5 3 1 2 60

2 1 4 2 70

bi  20 40 60 70

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№22

aj

1 4 2 10

C= 6 2 1 15

5 3 7 20

5 4 3 25

bi 25 15 210

где С-матрица тарифов

aj(j=1,4)-объем производства j-предприятия,

bj(j=1,3)-объем потребления i-го предприятия.

№23

aj

5 2 6 1 50

C= 2 3 1 5 30

3 2 4 4 20

bi 30 30 15 20

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

№24

aj

1 4 6 3 50

C= 5 6 8 3 70

5 2 4 8 20

bi 50 60 20 30

где С-матрица тарифов

aj(j=1,3)-объем производства j-предприятия,

bj(j=1,4)-объем потребления i-го предприятия.

**Лабораторная работа № 6**

**Тема**: Целочисленное программирование.

**Цель работы**:

* нахождение целочисленного оптимального плана задачи линейного программирования.

**Дискретное программирование**

Общая постановка задачи:

Найти

W=f(x1, x2, ….., xn) 🡪 max (1)

при ограничениях:

g1(x1, x2, ….., xn)≤0

g2(x1, x2, ….., xn)≤0

……………………

gm(x1, x2, ….., xn)≤0

и X=(x1, x2, ….., xn)∈Д

Если Д - конечное множество, то (3)-условие дискретности, и данная задача является задачей дискретного программирования. Если вводятся ограничения xj-целые числа, j=1,n, то приходят к задаче целочисленного программирования, которая является частным случаем дискретного программирования.

В общем случае разработаны специальные методы, которые по принципу подхода к проблеме делятся на три группы.

1. Метод отсекающих плоскостей.
2. Метод ветвей и границ (один из наиболее эффективных методов решения задач комбинаторного типа).
3. Метод случайного поиска и приближенные эвристические методы.

**Метод отсекающих плоскостей (метод Гомори)**

Пусть надо решить задачу линейного целочисленного программирования.

Найти

n

W=∑cixi → max

i=1

при

n

W=∑ajixi=bj j=1,m

i=1

xi≥0, xi – целые числа.

Суть: временно отбросив условие целочисленности, находим оптимальный опорный план. Если он удовлетворяет тем же условиям целочисленности, то данный план искомый. В противном случае надо сформировать дополнительные ограничения, которые заведомо удовлетворят любой целочисленный план, но не удовлетворят найденный оптимальный целочисленный план. Такое ограничение называется правильным отсечением.

##### Алгоритм метода

Назовем большой итерацией метода отсечений несколько итераций алгоритма двойственного симплекс-метода, приводящего от псевдоплана с дробными компонентами в столбце B к последующей оптимальной таблице. При выполнении большой итерации возможны следующие случаи:

1. получен новый план. В столбце B все bj≥0, причем все bj-целые числа.

Данный план является искомым (получено оптимальное целочисленное решение);

1. получен новый план. В столбце B все bj≥0, но не все bj-целые числа.

Признаком отсутствия целочисленного решения служит появление в таблице хотя бы одной строки с дробными коэффициентами bj и целыми остальными коэффициентами αji.

Но если в данной строке j есть дробные числа αji, то надо сформировать новое правильное отсечение и перейти к очередной итерации.

1. получен некоторый промежуточный псевдоплан. В столбце B имеется элемент bj<0 такой, что αji >0 для всех i. Это признак неразрешимости задачи.

##### Контрольные вопросы

1. Какие экономические задачи относятся к задачам целочисленного программирования?
2. Сформулируйте задачу целочисленного программирования.
3. В чем состоит метод Гомори?
4. Как составить дополнительное ограничение, если компоненты оптимального плана задачи являются дробными?
5. В каком случае поставленная задача не имеет целочисленного решения?
6. Какой геометрический смысл имеет введение дополнительного ограничения?

##### Задание к лабораторной работе

Смотри лабораторную работу №1.2.
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