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# Load the Required Libraries

I have a few extra libraries that were not in the demo. Additionally, I didn’t encounter anything that required dplyr. I commented with what function is utilized by each library.

# Import, Convert, and Inspect Data

Let’s get to work! As always, don’t forget to update your working directory. We can see we’re working with a .data file. I wonder how that’s going to look? I’ll also go ahead and use the set.seed function for repeatable results with randomization functions and I created a variable for our threshold cutoff value in case we want to easily adjust it throughout the document.

setwd("~/MSDS/MSDS660/wk6")  
dt <- read.csv("breast-cancer-wisconsin.data")  
dt <- as.data.table(dt)  
  
# Set the seed to the meaning of life and everything.  
set.seed(42)  
  
cutoff = 0.5   
  
str(dt)

## Classes 'data.table' and 'data.frame': 698 obs. of 11 variables:  
## $ X1000025: int 1002945 1015425 1016277 1017023 1017122 1018099 1018561 1033078 1033078 1035283 ...  
## $ X5 : int 5 3 6 4 8 1 2 2 4 1 ...  
## $ X1 : int 4 1 8 1 10 1 1 1 2 1 ...  
## $ X1.1 : int 4 1 8 1 10 1 2 1 1 1 ...  
## $ X1.2 : int 5 1 1 3 8 1 1 1 1 1 ...  
## $ X2 : int 7 2 3 2 7 2 2 2 2 1 ...  
## $ X1.3 : chr "10" "2" "4" "1" ...  
## $ X3 : int 3 3 3 3 9 3 3 1 2 3 ...  
## $ X1.4 : int 2 1 7 1 7 1 1 1 1 1 ...  
## $ X1.5 : int 1 1 1 1 1 1 1 5 1 1 ...  
## $ X2.1 : int 2 2 2 2 4 2 2 2 2 2 ...  
## - attr(\*, ".internal.selfref")=<externalptr>

So that .data file didn’t do us any favors - it doesn’t have a header! Thankfully, it generated something akin to headers so it didn’t mess with the first row. Time to get this data ready for use.

# Data Preparation

First up, we have a conveniently prescribed set of column names from our assignment. For the curious one, I did find an original reference to the data set which corroborates these names as well as explains a few other things…

<https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Original)>

# Name all the variables  
colnames(dt) <- c("id", "clump\_thickness", "cell\_size", "cell\_shape" ,"marginal\_adhesion" , "se\_cell\_size",   
 "bare\_nucleoli" ,"bland\_chromatin", "normal\_nucleoli", "mitoses", "Class")  
str(dt)

## Classes 'data.table' and 'data.frame': 698 obs. of 11 variables:  
## $ id : int 1002945 1015425 1016277 1017023 1017122 1018099 1018561 1033078 1033078 1035283 ...  
## $ clump\_thickness : int 5 3 6 4 8 1 2 2 4 1 ...  
## $ cell\_size : int 4 1 8 1 10 1 1 1 2 1 ...  
## $ cell\_shape : int 4 1 8 1 10 1 2 1 1 1 ...  
## $ marginal\_adhesion: int 5 1 1 3 8 1 1 1 1 1 ...  
## $ se\_cell\_size : int 7 2 3 2 7 2 2 2 2 1 ...  
## $ bare\_nucleoli : chr "10" "2" "4" "1" ...  
## $ bland\_chromatin : int 3 3 3 3 9 3 3 1 2 3 ...  
## $ normal\_nucleoli : int 2 1 7 1 7 1 1 1 1 1 ...  
## $ mitoses : int 1 1 1 1 1 1 1 5 1 1 ...  
## $ Class : int 2 2 2 2 4 2 2 2 2 2 ...  
## - attr(\*, ".internal.selfref")=<externalptr>

Looking better… We can see a bunch of interger columns and one column of character encoded numbers. That’s something we need to fix, as well as dropping the extraneous index column id and factorizing our Class as our dependent variable. From the reference linked above, we can see that 2 is Benign and 4 is Malignant. That’s a useful bit of information we needed. Lastly, if running these adjustment individually, we’d note that doing the coercion as.integer function, we create a few NA records as whatever was in the bare\_nucleoli column may not have been **all** character encoded integers.

# Remove id column  
dt$id <- NULL  
  
# Factor Class column  
dt$Class <- factor(dt$Class, labels = c('B', 'M'))  
  
# Change bare\_nucleoli column to integer  
dt$bare\_nucleoli <- as.integer(dt$bare\_nucleoli)

## Warning: NAs introduced by coercion

dt <- dt[complete.cases(dt),]  
  
str(dt)

## Classes 'data.table' and 'data.frame': 682 obs. of 10 variables:  
## $ clump\_thickness : int 5 3 6 4 8 1 2 2 4 1 ...  
## $ cell\_size : int 4 1 8 1 10 1 1 1 2 1 ...  
## $ cell\_shape : int 4 1 8 1 10 1 2 1 1 1 ...  
## $ marginal\_adhesion: int 5 1 1 3 8 1 1 1 1 1 ...  
## $ se\_cell\_size : int 7 2 3 2 7 2 2 2 2 1 ...  
## $ bare\_nucleoli : int 10 2 4 1 10 10 1 1 1 1 ...  
## $ bland\_chromatin : int 3 3 3 3 9 3 3 1 2 3 ...  
## $ normal\_nucleoli : int 2 1 7 1 7 1 1 1 1 1 ...  
## $ mitoses : int 1 1 1 1 1 1 1 5 1 1 ...  
## $ Class : Factor w/ 2 levels "B","M": 1 1 1 1 2 1 1 1 1 1 ...  
## - attr(\*, ".internal.selfref")=<externalptr>

Looking ready to go. I do want to mention a misgiving I had with the as.factor function this go round. While we did only have two encodings (2 and 4), the function does not specify how it works. It works in the logical sense simplifying 2 to 1 as B and 4 to 2 as M, but there would have been some piece of mind if I could explicitly state that to the function so I *know* what to expect of it.

# Train & Test Sets

Now that our data is ready, we can split it up into training and test sets. Why would we do this? Well in the Machine Learning (ML) sense, we’re building a model to test against data. So realistically, we want it to learn from one data set and perform on another - train and test!

I saw a bunch of ways to achieve this, the most common other way involved dplyr, but I found the demo way to be a bit more elegant and saved on including an additionally library for our purposes. The 0.8 below signifies that we’re creating a sample of 80% of our data set. Then we make our training set out of that 80% and a test set of the remaining 20%. We want our training data to be more robust than the testing data to generate a reliable model. This also ensures that we’re not using the same data for both sets.

dt.sample <- sample.split(dt$Class, SplitRatio = 0.8)  
dt.train <- subset(dt, dt.sample == TRUE)  
dt.test <- subset(dt, dt.sample == FALSE)

# Create a Binomial Logistic Regression Model

I got super-duper confused between the two demos on this part. I went a proverbial rabbit hole. Let me save you some time - the way the lm and glm are done in the different demos are the same. Doing the lm way allows you to specify attributes using the + and \* operators as we’ve come to know. Additionally, you can use the poly function with lm to specify your polynomial. This is useful with a simple plot that you can estimate the right polynomial to your goal. Using glm with the family = "binomial"(link="logit") flags does exactly what our course content was talking about with much less thinking on our end.

dt.model <- glm(Class ~ ., data = dt.train, family = "binomial"(link="logit"))  
summary(dt.model)

##   
## Call:  
## glm(formula = Class ~ ., family = binomial(link = "logit"), data = dt.train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -3.8396 -0.1037 -0.0445 0.0086 2.1898   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -11.28064 1.58982 -7.096 1.29e-12 \*\*\*  
## clump\_thickness 0.67179 0.18490 3.633 0.000280 \*\*\*  
## cell\_size -0.06026 0.23629 -0.255 0.798724   
## cell\_shape 0.18627 0.25993 0.717 0.473607   
## marginal\_adhesion 0.58459 0.17561 3.329 0.000872 \*\*\*  
## se\_cell\_size 0.14349 0.18739 0.766 0.443827   
## bare\_nucleoli 0.49968 0.12472 4.007 6.16e-05 \*\*\*  
## bland\_chromatin 0.42480 0.18599 2.284 0.022370 \*   
## normal\_nucleoli 0.16080 0.12858 1.251 0.211086   
## mitoses 0.75908 0.31918 2.378 0.017397 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 706.026 on 544 degrees of freedom  
## Residual deviance: 73.771 on 535 degrees of freedom  
## AIC: 93.771  
##   
## Number of Fisher Scoring iterations: 8

Looking at our summary, we can se we have a handful of insignificant variables. You may also note that this summary is missing a lot of things like R2. You can look into it, but the way we evaluate this binomial models and their non-linearity doesn’t care about normal distribution or residuals in the same way. The deviance values are the residuals as the err from the model in a non-linear fashion, so they’re the indicator of fit.

We’ve got a couple assumptions we can check to to see how well our model is performing, such as VIF and AIC to make improvements.

# Check for Collinearity

It’s been a couple weeks since we’ve looked at VIF, but a value of 1-5 is okay, but anything higher is problematic.

vif(dt.model)

## clump\_thickness cell\_size cell\_shape marginal\_adhesion   
## 1.480924 3.716308 3.626329 1.341399   
## se\_cell\_size bare\_nucleoli bland\_chromatin normal\_nucleoli   
## 1.406589 1.156212 1.270735 1.327831   
## mitoses   
## 1.134210

I don’t see any problems, but we do have a couple that are higher than the others.

# StepAIC to Clean Model

It’s also been awhile since we’ve used stepAIC. We’ll be doing this to remove unnecessary variables to simplify and increase the statistical power of our model. The curse of dimensionality never goes away, so having an effective model with as few dimensions as possible translates to more efficiency without sacrificing accuracy.

stepAIC(dt.model, dirrection = 'both')

## Start: AIC=93.77  
## Class ~ clump\_thickness + cell\_size + cell\_shape + marginal\_adhesion +   
## se\_cell\_size + bare\_nucleoli + bland\_chromatin + normal\_nucleoli +   
## mitoses  
##   
## Df Deviance AIC  
## - cell\_size 1 73.834 91.834  
## - cell\_shape 1 74.252 92.252  
## - se\_cell\_size 1 74.356 92.356  
## - normal\_nucleoli 1 75.396 93.396  
## <none> 73.771 93.771  
## - mitoses 1 78.943 96.943  
## - bland\_chromatin 1 79.500 97.500  
## - marginal\_adhesion 1 87.286 105.286  
## - clump\_thickness 1 92.851 110.851  
## - bare\_nucleoli 1 95.432 113.432  
##   
## Step: AIC=91.83  
## Class ~ clump\_thickness + cell\_shape + marginal\_adhesion + se\_cell\_size +   
## bare\_nucleoli + bland\_chromatin + normal\_nucleoli + mitoses  
##   
## Df Deviance AIC  
## - se\_cell\_size 1 74.374 90.374  
## - cell\_shape 1 74.430 90.430  
## - normal\_nucleoli 1 75.398 91.398  
## <none> 73.834 91.834  
## - mitoses 1 78.943 94.943  
## - bland\_chromatin 1 79.565 95.565  
## - marginal\_adhesion 1 87.483 103.483  
## - clump\_thickness 1 92.854 108.854  
## - bare\_nucleoli 1 95.550 111.550  
##   
## Step: AIC=90.37  
## Class ~ clump\_thickness + cell\_shape + marginal\_adhesion + bare\_nucleoli +   
## bland\_chromatin + normal\_nucleoli + mitoses  
##   
## Df Deviance AIC  
## - cell\_shape 1 75.286 89.286  
## - normal\_nucleoli 1 76.369 90.369  
## <none> 74.374 90.374  
## - mitoses 1 79.880 93.880  
## - bland\_chromatin 1 81.204 95.204  
## - marginal\_adhesion 1 90.404 104.404  
## - clump\_thickness 1 94.002 108.002  
## - bare\_nucleoli 1 96.433 110.433  
##   
## Step: AIC=89.29  
## Class ~ clump\_thickness + marginal\_adhesion + bare\_nucleoli +   
## bland\_chromatin + normal\_nucleoli + mitoses  
##   
## Df Deviance AIC  
## <none> 75.286 89.286  
## - normal\_nucleoli 1 79.071 91.071  
## - mitoses 1 81.301 93.301  
## - bland\_chromatin 1 85.226 97.226  
## - marginal\_adhesion 1 95.836 107.836  
## - bare\_nucleoli 1 105.699 117.699  
## - clump\_thickness 1 110.077 122.077

##   
## Call: glm(formula = Class ~ clump\_thickness + marginal\_adhesion + bare\_nucleoli +   
## bland\_chromatin + normal\_nucleoli + mitoses, family = binomial(link = "logit"),   
## data = dt.train)  
##   
## Coefficients:  
## (Intercept) clump\_thickness marginal\_adhesion bare\_nucleoli   
## -11.5597 0.7669 0.6568 0.5325   
## bland\_chromatin normal\_nucleoli mitoses   
## 0.4898 0.2193 0.7898   
##   
## Degrees of Freedom: 544 Total (i.e. Null); 538 Residual  
## Null Deviance: 706   
## Residual Deviance: 75.29 AIC: 89.29

So we can see it *step* through a few iterations to generate the lowest AIC possible. This in turn gives us a new model to try which will have fewer variables but still keeping a majority of the accuracy and significance of the model, if not improving it outright.

We can run it again just to make sure we have the best fit for our model!

dt.model2 <- glm(formula = Class ~ clump\_thickness + marginal\_adhesion + bare\_nucleoli +   
 bland\_chromatin + normal\_nucleoli + mitoses, family = binomial(link = "logit"),   
 data = dt.train)  
  
stepAIC(dt.model2, dirrection = 'both')

## Start: AIC=89.29  
## Class ~ clump\_thickness + marginal\_adhesion + bare\_nucleoli +   
## bland\_chromatin + normal\_nucleoli + mitoses  
##   
## Df Deviance AIC  
## <none> 75.286 89.286  
## - normal\_nucleoli 1 79.071 91.071  
## - mitoses 1 81.301 93.301  
## - bland\_chromatin 1 85.226 97.226  
## - marginal\_adhesion 1 95.836 107.836  
## - bare\_nucleoli 1 105.699 117.699  
## - clump\_thickness 1 110.077 122.077

##   
## Call: glm(formula = Class ~ clump\_thickness + marginal\_adhesion + bare\_nucleoli +   
## bland\_chromatin + normal\_nucleoli + mitoses, family = binomial(link = "logit"),   
## data = dt.train)  
##   
## Coefficients:  
## (Intercept) clump\_thickness marginal\_adhesion bare\_nucleoli   
## -11.5597 0.7669 0.6568 0.5325   
## bland\_chromatin normal\_nucleoli mitoses   
## 0.4898 0.2193 0.7898   
##   
## Degrees of Freedom: 544 Total (i.e. Null); 538 Residual  
## Null Deviance: 706   
## Residual Deviance: 75.29 AIC: 89.29

summary(dt.model2)

##   
## Call:  
## glm(formula = Class ~ clump\_thickness + marginal\_adhesion + bare\_nucleoli +   
## bland\_chromatin + normal\_nucleoli + mitoses, family = binomial(link = "logit"),   
## data = dt.train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -4.0865 -0.0991 -0.0401 0.0064 2.0069   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -11.5597 1.5623 -7.399 1.37e-13 \*\*\*  
## clump\_thickness 0.7669 0.1695 4.524 6.08e-06 \*\*\*  
## marginal\_adhesion 0.6568 0.1679 3.912 9.16e-05 \*\*\*  
## bare\_nucleoli 0.5325 0.1183 4.501 6.76e-06 \*\*\*  
## bland\_chromatin 0.4898 0.1696 2.888 0.00387 \*\*   
## normal\_nucleoli 0.2193 0.1171 1.873 0.06113 .   
## mitoses 0.7898 0.3135 2.519 0.01176 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 706.026 on 544 degrees of freedom  
## Residual deviance: 75.286 on 538 degrees of freedom  
## AIC: 89.286  
##   
## Number of Fisher Scoring iterations: 8

With an AIC of 89.286, it looks like we have the best model out of our variables. A quick summary shows that all of our variables are significant with the near exception of normal\_nucleoli. However, that variable may have a relationship with another that *is* significant. Probably why that one survived the cut.

# Predictions!

Now we have an optimized model, we can run it through its paces. We’re really just seeing if the model is accurate or not with known factors. Based on the trend of the model, how well does that predict on the training set?

## Training Prediction

# Predictions from training set  
dt.train.p <- predict(dt.model2, type = 'response', dt.train)  
# Factorizing the results to B or M based on the cutoff of 50% probability  
dt.train.p.f <- factor(dt.train.p >= cutoff, labels = c('B', 'M'))  
  
# Making a confusion matrix from our dependent variable an our results  
dt.train.cm <- confusionMatrix(dt.train$Class, dt.train.p.f)  
dt.train.cm

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction B M  
## B 348 6  
## M 7 184  
##   
## Accuracy : 0.9761   
## 95% CI : (0.9596, 0.9872)  
## No Information Rate : 0.6514   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.9475   
##   
## Mcnemar's Test P-Value : 1   
##   
## Sensitivity : 0.9803   
## Specificity : 0.9684   
## Pos Pred Value : 0.9831   
## Neg Pred Value : 0.9634   
## Prevalence : 0.6514   
## Detection Rate : 0.6385   
## Detection Prevalence : 0.6495   
## Balanced Accuracy : 0.9744   
##   
## 'Positive' Class : B   
##

There’s a lot of data to unpack here. The important bits are a very respectable 97% accuracy with 7 false negative and 6 false positives. An accuracy this high is at risk of being an overfit and only testing it will prove otherwise.

## Testing Prediction

So if the model is overfit to the training data (a poor random sampling), we’ll see here. Otherwise, the binomial logistic regression model is a great fit for this data!

dt.test.p <- predict(dt.model2, type = 'response', dt.test)  
  
dt.test.p.f <- factor(dt.test.p >= cutoff, labels = c('B', 'M'))  
  
dt.test.cm <- confusionMatrix(dt.test$Class, dt.test.p.f )  
dt.test.cm

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction B M  
## B 85 4  
## M 2 46  
##   
## Accuracy : 0.9562   
## 95% CI : (0.9071, 0.9838)  
## No Information Rate : 0.635   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.9047   
##   
## Mcnemar's Test P-Value : 0.6831   
##   
## Sensitivity : 0.9770   
## Specificity : 0.9200   
## Pos Pred Value : 0.9551   
## Neg Pred Value : 0.9583   
## Prevalence : 0.6350   
## Detection Rate : 0.6204   
## Detection Prevalence : 0.6496   
## Balanced Accuracy : 0.9485   
##   
## 'Positive' Class : B   
##

Again we have a 95% accuracy, which is quite high. The only thing I noticed here is that there is a poorer performance for predicting B, while predicting M remained relatively the same from training and testing. This could just be due to the small sample sizes.

## Predicting with ROC

I don’t think we’ve messed with Receiver Operating Characteristic (ROC) so far in this class. Super helpful name too - doesn’t tell me much about itself! The ROC curve is a test of sensitivity and selectivity, basically the true positive and true negative rate and the closer it is to 1, the more accurate your model is. For instance a 100% rate for both would be an “L” rotated 90*, or a right angle from 90* to 180\*. A plot will make more sense of this…

### Train ROC

So we create our roc using our dependent variable of the applicable data set and the predictions. The 2nd bit below gives us values of the specificity and selection.

dt.train.roc <- roc(dt.train$Class, dt.train.p)

## Setting levels: control = B, case = M

## Setting direction: controls < cases

dt.train.roc

##   
## Call:  
## roc.default(response = dt.train$Class, predictor = dt.train.p)  
##   
## Data: dt.train.p in 354 controls (dt.train$Class B) < 191 cases (dt.train$Class M).  
## Area under the curve: 0.9968

plot(dt.train.roc)
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dt.train.roc.c <- coords(roc=dt.train.roc, x = 'best', best.method = 'closest.topleft')  
dt.train.roc.c

## threshold specificity sensitivity  
## 1 0.219914 0.9745763 0.9895288

So, that looks kind of like what I was describing with a rounded corner to show it’s not quite perfect with our few false predictions.

### Test ROC

Now do test!

dt.test.roc <- roc(dt.test$Class, dt.test.p)

## Setting levels: control = B, case = M

## Setting direction: controls < cases

dt.test.roc

##   
## Call:  
## roc.default(response = dt.test$Class, predictor = dt.test.p)  
##   
## Data: dt.test.p in 89 controls (dt.test$Class B) < 48 cases (dt.test$Class M).  
## Area under the curve: 0.9904

plot(dt.test.roc)
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dt.test.roc.c <- coords(roc=dt.test.roc, x = 'best', best.method = 'closest.topleft')  
dt.test.roc.c

## threshold specificity sensitivity  
## 1 0.2443108 0.9550562 1

Ohh, neat. We have a perfect sensitivity of 1, meaning that our model got all the true positives right. specificity isn’t quite there yet, meaning we have a few false negatives… In this case, with B being the positive, a false negative means a misdiagonsis of a Benign cancer actually being Malignant. So not good. We could rearrange all this, but I’m okay with the connotation that Benign is Positive.

## ROC Predictions

Why did we do that? Performing ROC gave us s a new cutoff value that is more accurate than 0.5 that we chose. This is the threshold that is from the roc coords function. I think this directly translates that anything below that threshold is negative, or M.

### Train ROC Predictions

With our seemingly more accurate threshold, let’s put it to task.

dt.train.roc.p <- factor(dt.train.p >= as.numeric(dt.train.roc.c[1]), labels = c('B', 'M'))  
  
dt.train.roc.cm <- confusionMatrix(dt.train$Class, dt.train.roc.p)  
dt.train.roc.cm

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction B M  
## B 345 9  
## M 2 189  
##   
## Accuracy : 0.9798   
## 95% CI : (0.9642, 0.9899)  
## No Information Rate : 0.6367   
## P-Value [Acc > NIR] : < 2e-16   
##   
## Kappa : 0.956   
##   
## Mcnemar's Test P-Value : 0.07044   
##   
## Sensitivity : 0.9942   
## Specificity : 0.9545   
## Pos Pred Value : 0.9746   
## Neg Pred Value : 0.9895   
## Prevalence : 0.6367   
## Detection Rate : 0.6330   
## Detection Prevalence : 0.6495   
## Balanced Accuracy : 0.9744   
##   
## 'Positive' Class : B   
##

We have a 97.9% accuracy. This is only 0.3% better than the 50% threshold. Still, it is an improvement.

### Test ROC Predictions

Now with the test set… The ROC results were very good for this.

dt.test.roc.p <- factor(dt.test.p >= as.numeric(dt.test.roc.c[1]), labels = c('B', 'M'))  
dt.test.roc.cm <- confusionMatrix(dt.test$Class, dt.test.roc.p)  
dt.test.roc.cm

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction B M  
## B 85 4  
## M 0 48  
##   
## Accuracy : 0.9708   
## 95% CI : (0.9269, 0.992)  
## No Information Rate : 0.6204   
## P-Value [Acc > NIR] : <2e-16   
##   
## Kappa : 0.9371   
##   
## Mcnemar's Test P-Value : 0.1336   
##   
## Sensitivity : 1.0000   
## Specificity : 0.9231   
## Pos Pred Value : 0.9551   
## Neg Pred Value : 1.0000   
## Prevalence : 0.6204   
## Detection Rate : 0.6204   
## Detection Prevalence : 0.6496   
## Balanced Accuracy : 0.9615   
##   
## 'Positive' Class : B   
##

Better than the previous test predictions, just like train was better than the first.

### ROC Plots

So the beauty of ROC is in plotting them for a quick comparison of the most efficient models.

plot(dt.train.roc)  
plot(dt.test.roc, add=TRUE, col='red')
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# Confusion Matrices

So I went a little crazy - all of our confusion matrix summaries are in line above, with pretty solid conclusions after them. I wanted to try to figure out how to plot this mess. I found a solution and it is anything but elegant, but at least it’s descriptive.

library(ggplot2)   
library(ggpubr)   
library(likert)  
  
dt.train.cm.data <- as.data.frame(dt.train.cm$table) # extract the confusion matrix values as data.frame  
dt.train.cm.stats <- data.frame(dt.train.cm$overall) # confusion matrix statistics as data.frame  
dt.train.cm.stats$dt.train.cm.overall <- round(dt.train.cm.stats$dt.train.cm.overall,2) # round the values  
dt.train.cm.data$diag <- dt.train.cm.data$Prediction == dt.train.cm.data$Reference # Get the Diagonal  
dt.train.cm.data$ndiag <- dt.train.cm.data$Prediction != dt.train.cm.data$Reference # Off Diagonal   
dt.train.cm.data[dt.train.cm.data == 0] <- NA # Replace 0 with NA for white tiles  
dt.train.cm.data$Reference <- reverse.levels(dt.train.cm.data$Reference) # diagonal starts at top left  
dt.train.cm.data$ref\_freq <- dt.train.cm.data$Freq \* ifelse(is.na(dt.train.cm.data$diag),-1,1)  
  
dt.train.cm.plot <- ggplot(data = dt.train.cm.data, aes(x = Prediction , y = Reference, fill = Freq))+  
 scale\_x\_discrete(position = "top") +  
 geom\_tile( data = dt.train.cm.data,aes(fill = ref\_freq)) +  
 scale\_fill\_gradient2(guide = FALSE ,low="red3",high="orchid4", midpoint = 0,na.value = 'white') +  
 geom\_text(aes(label = Freq), color = 'black', size = 3)+  
 theme\_bw() +  
 theme(panel.grid.major = element\_blank(), panel.grid.minor = element\_blank(),  
 legend.position = "none",  
 panel.border = element\_blank(),  
 plot.background = element\_blank(),  
 axis.line = element\_blank(),  
 )  
  
dt.test.cm.data <- as.data.frame(dt.test.cm$table) # extract the confusion matrix values as data.frame  
dt.test.cm.stats <- data.frame(dt.test.cm$overall) # confusion matrix statistics as data.frame  
dt.test.cm.stats$dt.test.cm.overall <- round(dt.test.cm.stats$dt.test.cm.overall,2) # round the values  
dt.test.cm.data$diag <- dt.test.cm.data$Prediction == dt.test.cm.data$Reference # Get the Diagonal  
dt.test.cm.data$ndiag <- dt.test.cm.data$Prediction != dt.test.cm.data$Reference # Off Diagonal   
dt.test.cm.data[dt.test.cm.data == 0] <- NA # Replace 0 with NA for white tiles  
dt.test.cm.data$Reference <- reverse.levels(dt.test.cm.data$Reference) # diagonal starts at top left  
dt.test.cm.data$ref\_freq <- dt.test.cm.data$Freq \* ifelse(is.na(dt.test.cm.data$diag),-1,1)  
  
dt.test.cm.plot <- ggplot(data = dt.test.cm.data, aes(x = Prediction , y = Reference, fill = Freq))+  
 scale\_x\_discrete(position = "top") +  
 geom\_tile( data = dt.test.cm.data,aes(fill = ref\_freq)) +  
 scale\_fill\_gradient2(guide = FALSE ,low="red3",high="orchid4", midpoint = 0,na.value = 'white') +  
 geom\_text(aes(label = Freq), color = 'black', size = 3)+  
 theme\_bw() +  
 theme(panel.grid.major = element\_blank(), panel.grid.minor = element\_blank(),  
 legend.position = "none",  
 panel.border = element\_blank(),  
 plot.background = element\_blank(),  
 axis.line = element\_blank(),  
 )  
  
dt.train.roc.cm.data <- as.data.frame(dt.train.roc.cm$table) # extract the confusion matrix values as data.frame  
dt.train.roc.cm.stats <- data.frame(dt.train.roc.cm$overall) # confusion matrix statistics as data.frame  
dt.train.roc.cm.stats$dt.train.roc.cm.overall <- round(dt.train.roc.cm.stats$dt.train.roc.cm.overall,2) # round the values  
dt.train.roc.cm.data$diag <- dt.train.roc.cm.data$Prediction == dt.train.roc.cm.data$Reference # Get the Diagonal  
dt.train.roc.cm.data$ndiag <- dt.train.roc.cm.data$Prediction != dt.train.roc.cm.data$Reference # Off Diagonal   
dt.train.roc.cm.data[dt.train.roc.cm.data == 0] <- NA # Replace 0 with NA for white tiles  
dt.train.roc.cm.data$Reference <- reverse.levels(dt.train.roc.cm.data$Reference) # diagonal starts at top left  
dt.train.roc.cm.data$ref\_freq <- dt.train.roc.cm.data$Freq \* ifelse(is.na(dt.train.roc.cm.data$diag),-1,1)  
  
dt.train.roc.cm.plot <- ggplot(data = dt.train.roc.cm.data, aes(x = Prediction , y = Reference, fill = Freq))+  
 scale\_x\_discrete(position = "top") +  
 geom\_tile( data = dt.train.roc.cm.data,aes(fill = ref\_freq)) +  
 scale\_fill\_gradient2(guide = FALSE ,low="red3",high="orchid4", midpoint = 0,na.value = 'white') +  
 geom\_text(aes(label = Freq), color = 'black', size = 3)+  
 theme\_bw() +  
 theme(panel.grid.major = element\_blank(), panel.grid.minor = element\_blank(),  
 legend.position = "none",  
 panel.border = element\_blank(),  
 plot.background = element\_blank(),  
 axis.line = element\_blank(),  
 )  
  
dt.test.roc.cm.data <- as.data.frame(dt.test.roc.cm$table) # extract the confusion matrix values as data.frame  
dt.test.roc.cm.stats <- data.frame(dt.test.roc.cm$overall) # confusion matrix statistics as data.frame  
dt.test.roc.cm.stats$dt.test.roc.cm.overall <- round(dt.test.roc.cm.stats$dt.test.roc.cm.overall,2) # round the values  
dt.test.roc.cm.data$diag <- dt.test.roc.cm.data$Prediction == dt.test.roc.cm.data$Reference # Get the Diagonal  
dt.test.roc.cm.data$ndiag <- dt.test.roc.cm.data$Prediction != dt.test.roc.cm.data$Reference # Off Diagonal   
dt.test.roc.cm.data[dt.test.roc.cm.data == 0] <- NA # Replace 0 with NA for white tiles  
dt.test.roc.cm.data$Reference <- reverse.levels(dt.test.roc.cm.data$Reference) # diagonal starts at top left  
dt.test.roc.cm.data$ref\_freq <- dt.test.roc.cm.data$Freq \* ifelse(is.na(dt.test.roc.cm.data$diag),-1,1)  
  
dt.test.roc.cm.plot <- ggplot(data = dt.test.roc.cm.data, aes(x = Prediction , y = Reference, fill = Freq))+  
 scale\_x\_discrete(position = "top") +  
 geom\_tile( data = dt.test.roc.cm.data,aes(fill = ref\_freq)) +  
 scale\_fill\_gradient2(guide = FALSE ,low="red3",high="orchid4", midpoint = 0,na.value = 'white') +  
 geom\_text(aes(label = Freq), color = 'black', size = 3)+  
 theme\_bw() +  
 theme(panel.grid.major = element\_blank(), panel.grid.minor = element\_blank(),  
 legend.position = "none",  
 panel.border = element\_blank(),  
 plot.background = element\_blank(),  
 axis.line = element\_blank(),  
 )  
ggarrange(dt.train.cm.plot, dt.test.cm.plot, dt.train.roc.cm.plot, dt.test.roc.cm.plot + rremove("x.text"),   
 labels = c("train", "test", "tr.roc", "te.roc"),  
 ncol = 2, nrow = 2)

## Warning: Removed 1 rows containing missing values (geom\_text).

![](data:image/png;base64,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) The way this came out is True Positive:False Positive on top and False Negative: True Negative on bottom. I wanted to make it more descriptive, but I ran out of brain power.

We can see that both the models with the ROC suggested threshold are more accurate overall and in the case of cancer, that’s most definitely a good thing.

# Conclusions

That was a lot. We made our binomial regression model, trimmed it down a bit with stepAIC to make it as efficient as possible while still utilizing the most variables possible. Turns out, that resulted in a highly accurate model with a 50% certainty threshold. After running ROC on our predictions, we found more accurate thresholds which ended up increasing accuracy on both our training and test data sets.

Overall, I’d say this data set was specifically selected for it’s extremely efficient logistic regression model with minimal effort. There’s a lot more that we could have gone into to fine-tune a logistic regression model, but it was absolutely not necessary to produce a very good model for our purposes.