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# Airflow

Airflow is an orchestrator, not a processing framework. Process your gigabytes of data outside of Airflow (i.e. You have a Spark cluster, you use an airflow operator to execute a Spark job, and the data is processed in Spark).

Components of Airflow:

1. ***DAG*** is a data pipeline.
2. ***Operator*** is a task.
3. ***Executor*** defines how your tasks are executed.
4. ***Worker*** is a process executing your task.
5. ***Scheduler*** schedules your tasks
6. ***Web Server*** serves the UI
7. ***Database*** stores the metadata of Airflow.