**Report**

1. **Introduction**
   1. **Problem Description**

The target of the task is to construct a predictive Gradient Boosting Machine (GBM) model of house prices using the Boston House dataset.

Boston House dataset is the Housing data for 506 census tracts of Boston from the 1970 census. The dataframe BostonHousing in R contains the original data by Harrison and Rubinfeld (1979). The original data are 506 observations on 14 variables, medv being the target variable:

|  |  |
| --- | --- |
| crim | per capita crime rate by town |
| zn | proportion of residential land zoned for lots over 25 |
| indus | proportion of non-retail business acres per town |
| chas | Charles River dummy variable (= 1 if tract bounds river; 0 otherwise) |
| nox | nitric oxides concentration (parts per 10 million) |
| rm | average number of rooms per dwelling |
| age | proportion of owner-occupied units built prior to 1940 |
| dis | weighted distances to five Boston employment centres |
| rad | index of accessibility to radial highways |
| tax | full-value property-tax rate per USD 10 |
| ptratio | pupil-teacher ratio by town |
| b | 1000(B - 0.63)^2 where B is the proportion of blacks by town |
| lstat | percentage of lower status of the population |
| medv | median value of owner-occupied homes in USD 1000's |

As a result, more precisely, the problem of the task is to predict the variable “medv” using the other 13 variables in Boston House dataset. We can use all 13 variables or select several variables when fitting the Gradient Boosting Machine (GBM) model.

* 1. **Study Aim**

However, the study aim is not to get the result of the prediction using the GBM model. The key thing is the discussion of the result and methods which means we are learning how to construct a predictive Machine Learning model (like GBM model) . We must critically think and understand every step in the process of constructing the GBM model. We have to know the limitations and advantages of the Machine Learning method and the techniques from the ML practical we used. In a word, we have to focus on the machine learning not the house prices.

* 1. **The advantages of GBM**

The Gradient boosted machine (GBM) approach is a forward learning ensemble tree-based method and an extremely popular machine learning algorithm that have proven successful across many domains.The advantages of GBM are obvious.The GBM approach often provides predictive accuracy that cannot be beat. The GBM has Lots of flexibility because it can optimize on different loss functions and provides several hyper-parameter tuning options that make the function fit very flexible. The GBM often works great with categorical and numerical values as is and has ability to handle the missing data so that the imputation is not required.

1. **Methods**
   1. **Data Description**

The first step of training a Machine Learning model is to observe and explore the original data. The quality of data often determines the success or failure of the model. The Boston House dataset are 506 observations on 14 variables, medv being the target variable.Here is the first 5 lines of data.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | crim | zn | indus | chas | nox | rm | age | dis | rad | tax | ptratio | b | lstat | medv |
| 1 | 0.00632 | 18 | 2.31 | 0 | 0.538 | 6.575 | 65.2 | 4.09 | 1 | 296 | 15.3 | 396.9 | 4.98 | 24 |
| 2 | 0.02731 | 0 | 7.07 | 0 | 0.469 | 6.421 | 78.9 | 4.9671 | 2 | 242 | 17.8 | 396.9 | 9.14 | 21.6 |
| 3 | 0.02729 | 0 | 7.07 | 0 | 0.469 | 7.185 | 61.1 | 4.9671 | 2 | 242 | 17.8 | 392.83 | 4.03 | 34.7 |
| 4 | 0.03237 | 0 | 2.18 | 0 | 0.458 | 6.998 | 45.8 | 6.0622 | 3 | 222 | 18.7 | 394.63 | 2.94 | 33.4 |
| 5 | 0.06905 | 0 | 2.18 | 0 | 0.458 | 7.147 | 54.2 | 6.0622 | 3 | 222 | 18.7 | 396.9 | 5.33 | 36.2 |

We can use the “summary” function in R to observe the characteristics of the data.

**crim zn indus chas nox**

Min**.** **:** 0.00632 Min**.** **:** 0.00 Min**.** **:** 0.46 0**:**471 Min**.** **:**0.3850

1st Qu**.:** 0.08205 1st Qu**.:** 0.00 1st Qu**.:** 5.19 1**:** 35 1st Qu**.:**0.4490

Median **:** 0.25651 Median **:** 0.00 Median **:** 9.69 Median **:**0.5380

Mean **:** 3.61352 Mean **:** 11.36 Mean **:**11.14 Mean **:**0.5547

3rd Qu**.:** 3.67708 3rd Qu**.:** 12.50 3rd Qu**.:**18.10 3rd Qu**.:**0.6240

Max**.** **:**88.97620 Max**.** **:**100.00 Max**.** **:**27.74 Max**.** **:**0.8710

**rm age dis rad tax**

Min**.** **:**3.561 Min**.** **:** 2.90 Min**.** **:** 1.130 Min**.** **:** 1.000 Min**.** **:**187.0

1st Qu**.:**5.886 1st Qu**.:** 45.02 1st Qu**.:** 2.100 1st Qu**.:** 4.000 1st Qu**.:**279.0

Median **:**6.208 Median **:** 77.50 Median **:** 3.207 Median **:** 5.000 Median **:**330.0

Mean **:**6.285 Mean **:** 68.57 Mean **:** 3.795 Mean **:** 9.549 Mean **:**408.2

3rd Qu**.:**6.623 3rd Qu**.:** 94.08 3rd Qu**.:** 5.188 3rd Qu**.:**24.000 3rd Qu**.:**666.0

Max**.** **:**8.780 Max**.** **:**100.00 Max**.** **:**12.127 Max**.** **:**24.000 Max**.** **:**711.0

**ptratio b lstat medv**

Min**.** **:**12.60 Min**.** **:** 0.32 Min**.** **:** 1.73 Min**.** **:** 5.00

1st Qu**.:**17.40 1st Qu**.:**375.38 1st Qu**.:** 6.95 1st Qu**.:**17.02

Median **:**19.05 Median **:**391.44 Median **:**11.36 Median **:**21.20

Mean **:**18.46 Mean **:**356.67 Mean **:**12.65 Mean **:**22.53

3rd Qu**.:**20.20 3rd Qu**.:**396.23 3rd Qu**.:**16.95 3rd Qu**.:**25.00

`Max**.** **:**22.00 Max**.** **:**396.90 Max**.** **:**37.97 Max**.** **:**50.00

As we can see from the above result, most variable including the response variable “medv” is numeric and continuous. The “chas” variable is Charles River dummy variable (= 1 if tract bounds river; 0 otherwise). The GBM model can deal with both categorical and numerical values so we don’t have to change anything about the type of variables. Meanwhile, there are no missing values to process.

The scales of variables are not the same so we have to re-scale the variables except the response variable “medv”.

* 1. **Data Process**

We have to split the data into training and validation subset. The “createDataPartition” function can be used to create training and testing (validation) subsets. Generally, the size of training subset should be larger than the test subset.We can make the training subset contains the 70% samples.

We have to make sure the distributions of the target variable are similar across the 2 splits.

***train subset:*** Min**.** 1st Qu**.** Median Mean 3rd Qu**.** Max**.**

5.00 17.02 21.20 22.58 25.00 50.00

***test subset:***  Min**.** 1st Qu**.** Median Mean 3rd Qu**.** Max**.**

5.00 17.02 21.20 22.41 25.00 50.00

After splitting the dataset into training and validation subset, the predictor variables should be re-scaled to z-scores in each subset.

Since we don’t know the importance of variables at the beginning, all 13 variables can be used to train the GBM model. The tree-based model can extract useful variables so the variable selection may has small effect on the performance of model.

1. **Results**
   1. **GBM**

The Gradient boosted machine (GBM) approach is a forward learning ensemble tree-based method.Whereas random forests build an ensemble of deep independent trees, GBM builds an ensemble of shallow and weak successive trees with each tree learning and improving on the previous. When combined, these many weak successive trees produce a powerful “committee” that are often hard to beat with other algorithms. Boosting is a framework that iteratively improves any weak learning model. Many gradient boosting applications allow you to “plug in” various classes of weak learners at your disposal. In practice however, boosted algorithms almost always use decision trees as the base-learner.Gradient boosting is considered a gradient descent algorithm. Gradient descent is a very generic optimization algorithm capable of finding optimal solutions to a wide range of problems.Gradient descent can be performed on any loss function that is differentiable. Consequently, this allows GBMs to optimize different loss functions as desired.

Part of the beauty and challenges of GBM is that they offer several tuning parameters. The beauty in this is GBMs are highly flexible. The challenge is that they can be time consuming to tune and find the optimal combination of hyperparamters.

It takes a number of parameters that can be adjusted or tuned.

|  |  |  |
| --- | --- | --- |
| **Parameters** | **Lables** | **Meanings** |
| n.trees | # Boosting Iterations | Integer specifying the total number of trees to fit. This is equivalent to the number of iterations and the number of basis functions in the additive expansion. Default is 100. |
| interaction.depth | Max Tree Depth | Integer specifying the maximum depth of each tree (i.e., the highest level of variable interactions allowed). A value of 1 implies an additive model, a value of 2 implies a model with up to 2-way interactions, etc. Default is 1. |
| shrinkage | Shrinkage | a shrinkage parameter applied to each tree in the expansion. Also known as the learning rate or step-size reduction; 0.001 to 0.1 usually work, but a smaller learning rate typically requires more trees. Default is 0.1. |
| n.minobsinnode | Min. Terminal Node Size | Integer specifying the minimum number of observations in the terminal nodes of the trees. Note that this is the actual number of observations, not the total weight. |

The number of explanatory variables is 13, so we should set the the maximum depth of each tree less than 13 like 3,5,7,10. The total number of trees can be hundreds or thousands. The learning rate usually is small like 0.001,0.01.

We can set the tuning grid as follows.

caretGrid **<-** expand.grid**(**interaction.depth**=**c**(**3,5,7,10**)**, n.trees**=** **(**0**:**50**)\***50,

shrinkage**=**c**(**0.01 ,0.001**)**,

n.minobsinnode**=**20**)**

The metric is “RMSE” which means the loss function is “RMSE” and the GBM model is trained by minimizing the loss.

5 fold cross validation is used to find the optimal number of trees that minimize the loss function.

* 1. **Tuning results**

The model can be trained over the grid on the training subset.

![](data:image/png;base64,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)

The loss becomes smaller and smaller as the boosting iterations becomes bigger. We can say that the model is trained well if the value of loss(i.e. RMSE) stays at the same low level.

When the learning rate is 0.01, the loss decreased quickly and stayed in a low level so the model is well-trained. When the learning rate is 0.001, the loss is still decreasing while the iterations reached the maximum iterations so the model is not trained well.

From the practical, we know that we should set the maximum iterations bigger when the learning rate is smaller.

Meanwhile, the loss is smaller as the max depth of tree is bigger.

* 1. **Evaluation**

The metric is “RMSE” which means we can use the RMSE to evaluate the GBM model.

The model is trained on the training date set while the model is evaluated on the test data set. After running the grid, we can get the best model which has the minimum RMSE.

|  |  |
| --- | --- |
| **Parameters** | **Value** |
| n.trees | 2500 |
| interaction.depth | 10 |
| shrinkage | 0.01 |
| n.minobsinnode | 20 |

This final model can be evaluated by predicting the “medv” on the test subset.
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The metrics can be more than RMSE.

|  |  |  |
| --- | --- | --- |
| **Metrics** | **Train set** | **Test set** |
| RMSE | 3.821521 | 3.0967685 |
| Rsquared | 0.8437278 | 0.8750112 |
| MAE | 2.727679 | 2.1887494 |

The performance is better when RMSE or MAE is smaller and R-squared is larger. The metrics on training set and test set are similar which means the model is not over-fitting.

**GBM V.S. OLS**

The metrics on the test set for the final GBM model and OLS.

|  |  |  |
| --- | --- | --- |
| **Metrics** | **GBM** | **OLS** |
| RMSE | 3.0967685 | 4.3622594 |
| Rsquared | 0.8750112 | 0.7503649 |
| MAE | 2.1887494 | 3.2563559 |

As we can see, the performance of the GBM is better than the OLS. The GBM is a good model.

1. **Discussion**

The GBM model has lots of advantages.The GBM approach provides predictive accuracy that OLS method cannot be beat. The GBM has Lots of flexibility because it can optimize on different loss functions and provides several hyper-parameter tuning options that make the function fit very flexible.

On the other hand, the GBM has disadvantages. GBM will continue improving to minimize all errors. This can overemphasize outliers and cause overfitting.The cross-validation must used to neutralize. GBM often require many trees (>1000) which can be time and memory exhaustive.The high flexibility results in many parameters that interact and influence heavily the behavior of the approach (number of iterations, tree depth, regularization parameters, etc.). This requires a large grid search during tuning.The GBM is less interpretable although this is easily addressed with various tools (variable importance, partial dependence plots, LIME, etc.).

The importance of the variables are as follows.

|  |  |
| --- | --- |
| lstat | 425545.053 |
| rm | 279949.860 |
| dis | 83171.683 |
| crim | 56647.201 |
| nox | 46179.510 |
| b | 34830.516 |
| age | 29590.936 |
| ptratio | 23651.265 |
| tax | 16556.736 |
| indus | 9424.335 |
| rad | 8598.926 |
| zn | 1522.387 |
| chas1 | 0.000 |

We can choose the most important several variables if the number of variables are large.
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1. **Codes**

## The code for GBM model of house price (medv) using the BostonHousing data

Load the libraries and the BostonHousing data.

```**{**r**}**

library**(**caret**)**

library**(**gbm**)**

library**(**tidyverse**)**

library**(**mlbench**)**

data**(**BostonHousing**)**

head**(**BostonHousing**)**

```

Split the data into training and testing **(**validation**)** subsets using the createDataPartition **function**;

```**{**r**}**

set.seed**(**1234**)** # set the seed

train.index **=** createDataPartition**(**BostonHousing**$**medv,p**=**0.7,list**=**F**)**

data.train **=** BostonHousing**[**train.index,**]**

data.test **=** BostonHousing**[-**train.index,**]**

```

The distributions of the target variable are similar across the 2 splits**:**

```**{**r**}**

summary**(**data.train**$**medv**)**

summary**(**data.test**$**medv**)**

```

Rescale the training and validation subsets, and keep the target variable **in** its original form.

```**{**r**}**

data.train.z **=**

data.train %>% select**(-**medv**)** %>%

mutate\_if**(**is\_logical,as.character**)** %>%

mutate\_if**(**is\_double,scale**)** %>% data.frame**()**

data.test.z **=**

data.test %>% select**(-**medv**)** %>%

mutate\_if**(**is\_logical,as.character**)** %>%

mutate\_if**(**is\_double,scale**)** %>% data.frame**()**

# add unscaled y variable back

data.train.z**$**medv **=** data.train**$**medv

data.test.z**$**medv **=** data.test**$**medv

```

GBM model

```**{**r**}**

modelLookup**(**"gbm"**)**

```

A tuning grid can be set **for** these, and evaluation metric defined**:**

```**{**r**}**

caretGrid **<-** expand.grid**(**interaction.depth**=**c**(**3,5,7,10**)**, n.trees**=** **(**0**:**50**)\***50,

shrinkage**=**c**(**0.01 ,0.001**)**,

n.minobsinnode**=**20**)**

metric **<-**"RMSE"

trainControl**<-** trainControl **(**method**=**"cv" , number**=**5**)**

```

Then the model can be run over the grid, setting a seed **for** reproducibility**:**

```**{**r**}**

set.seed**(**99**)**

gbm.caret **<-** train**(**medv **~**.,data**=**data.train.z, distribution**=**"gaussian" , method**=**"gbm" ,

trControl**=**trainControl, verbose**=FALSE** ,

tuneGrid**=**caretGrid, metric**=**metric**)**

```

explore the results

```**{**r**}**

print **(**gbm.caret**)**

ggplot**(**gbm.caret**)**

```

```**{**r**}**

names **(**gbm.caret**)**

```

```**{**r**}**

# see best tune

gbm.caret**[**6**]**

```

```**{**r**}**

# see grid results

head**(**data.frame**(**gbm.caret**[**4**]))**

dim**(**caretGrid**)**

dim**(**data.frame**(**gbm.caret**[**4**]))**

```

Find the best parameter COmbinatiOn

```**{**r**}**

#put into a data.frame

grid\_df **=** data.frame**(**gbm.caret**[**4**])**

grid\_df**[**which.min**(**grid\_df**$**results.RMSE**)**,**]**

```

```**{**r**}**

# assign to params ana inspect

params **=** grid\_df**[**which.min**(**grid\_df**$**results.RMSE**)**, 1**:**4**]**

params

```

These can be used **in** the final model**:**

```**{**r**}**

## Create final mOdel

# because parameters are known, model can be fit without parameter tuning

fitControl **<-** trainControl **(**method **=** "none" , classProbs**=FALSE)**

# extract the values from params

gbmFit **<-** train**(**medv**~** ., data**=**data.train.z, distribution**=**"gaussian" , method**=** "gbm", trControl **=** fitControl,verbose **=** **FALSE** ,

## Only a single model is passed to the

tuneGrid **=** data.frame**(**interaction.depth **=** 10 ,

n.trees **=** 2500 ,

shrinkage **=** 0.01 ,

n.minobsinnode **=** 20**)**,

metric **=** metric**)**

## Prediction and model evaluation

# generate predictions

pred**=** predict**(**gbmFit, newdata **=**data.test.z**)**

# plot these against observed

data.frame**(**Predicted **=** pred, Observed **=** data.test.z**$**medv**)** %>%

ggplot**(**aes**(**x **=**Observed, y **=** Predicted**))+** geom\_point **(**size **=**1, alpha **=** 0.5**)+**geom\_smooth**(**method **=**"lm"**)**

```

```**{**r**}**

# generate some prediction accuracy measures

postResample **(**pred**=** pred, obs**=**data.test.z**$**medv**)**

# examine variable importance

varImp**(**gbmFit, scale **=** **FALSE)**

```

compare with the OLS**:**

```**{**r**}**

## Create final mOdel

# because parameters are known, model can be fit without parameter tuning

fitControl **<-** trainControl **(**method **=** "none" , classProbs**=FALSE)**

# extract the values from params

OLSFit **<-** train**(**medv**~** ., data**=**data.train.z, distribution**=**"gaussian" , method**=** "lm", trControl **=** fitControl,verbose **=** **FALSE** ,

metric **=** metric**)**

## Prediction and model evaluation

# generate predictions

pred\_OLS**=** predict**(**OLSFit, newdata **=**data.test.z**)**

postResample **(**pred**=** pred\_OLS, obs**=**data.test.z**$**medv**)**

```

# plot these against observed

data.frame**(**Predicted **=** pred\_OLS, Observed **=** data.test.z**$**medv**)** %>%

ggplot**(**aes**(**x **=**Observed, y **=** Predicted**))+** geom\_point **(**size **=**1, alpha **=** 0.5**)+**geom\_smooth**(**method **=**"lm"**)**