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**2.1 人体行为识别相关研究**

人类行为识别旨在，给出一组关于他或她自己和周围环境的前提下，识别一个人的行为。通过利用从各种资源检索而来的信息，例如环境[90]或穿戴的传感器[91,92]，来完成识别的任务。有些方法已经采用，在不同的身体部位佩戴专用的运动传感器，如腰部、手腕、胸部和大腿，实现良好的分类效果[93]。这些传感器通常令普通用户感到不舒适，所以，不能为行为监测提供长期的解决方案。

智能手机正在为以人为中心的应用带来新的研究机会，用户是场景信息丰富的数据来源，而手机是第一手的感应工具。最新的设备都带有嵌入式内置传感器，如麦克风、双摄像头、加速计、陀螺仪等。使用带有惯性传感器的智能手机，是人体行为识别的替代解决方案。这些大众化的设备为自动且全面地监控日常生活的行为（ADL）提供了一个灵活可负担得起同时提供电话服务的一体化解决方案。因此，在过去的几年中，一些研究工作提出，使用智能手机来实现理解人体行为。例如，采用Android智能手机上的嵌入式三轴加速度计来进行人体行为识别的始作俑者之一[94]；以及其他相关的报道[95,96]。

本节人体行为识别相关研究的内容包括：数据采集、特征提取、特征表示、识别方案与方法、以及当前人体行为识别面临的一些挑战和难题等，以下从各个方面详细描述。

**2.1.1 传感器数据采集**

人体行为识别实验中用到的数据集主要是利用智能手机上相关的加速度计和陀螺仪传感器收集而来。在数据采集的时候，一般手机会绑在收集人员或者实验志愿者的腰部或腿部。加速度计和陀螺仪信号已经被很多的研究和应用报道，对人体识别相关任务非常高效。因为，加速度计信号是一个三轴加速度计测定手机相对地球表面运动方向的改变值，由重力和身体运动部分组成；而陀螺仪信号是手机围绕某个轴向的旋转角速率值。

**2.1.2 特征提取与特征表示**

从传感器中收集而来的信号数据常常伴有噪音，所以一般要进行数据预处理，清除和过滤冗余和无用的特征或数据。通过应用噪声过滤器消除不需要的特征之后，这些数据被划分成2.5秒时间左右大小的滑动窗口，且滑动窗口之间的数据实现50%重叠(128读数/每窗口)。特征提取是在时域和频域上进行的。数据集中的每一行，即每个滑动窗口，共有561个具有时域和频域的特征向量、用户的行为标签和主题等。附录中的表1列出应用在时域和频域信号特征的所有度量。为了简化性能评估，数据集也被随机划分为两组，其中70％的数据被选择用于训练，其余30％用于测试。

**2.1.3 人体行为识别方法的研究与比较**

**2.1.4 人体行为识别面临的挑战**

**3.6 实验过程与分析**

**3.6.1 实验数据集**

本实验考虑选择两种公开数据集来训练和测试实验中的人体行为识别模型，最终来评估模型的表现效果。这两种数据集分别是Opportunity 行为识别数据集[84]和UCI人体行为识别数据集[85]，它们是不同场景下与人体行为相关的信号，在数据收集过程中都用到了三轴加速度计。这些信号数据通过一系列64个样本大小的滑动窗口分割而成，每个连续分割的窗口间的数据都有50%的数据分别与前后窗口重叠。之后，对这些数据实现0均值和标准方差归一化，归一化后的数据才能作为CNN等深度学习模型的输入。

1. Opportunity行为识别数据集

Opportunity行为识别数据集是关于家庭环境或厨房中早餐场景下的人体活动。该数据集使用了多个穿戴式传感器来收集64Hz频率下每天不同主题活动行为的信号，这些主题活动行为包括：开关冰箱、开关洗碗机、站着饮水、清洁、准备喝咖啡等，一共17种不同的行为，总共6个小时的记录。目前，该数据集可以在UCI机器学习库中下载和使用，而且已经有诸多第三方出版物[86-87]在使用。更重要的是，它还被做为大型公开行为识别竞赛的数据集，有大量的参与者使用不同的算法模型(如附录中表2所示)在运动模型识别中取得了不错的成绩。当然，现在可以从网站[88]下载这个公开的数据集。

1. UCI人体行为识别数据集

本实验一部分数据集来自UCI存储库的公开智能手机数据集。该数据集包含加速度计和陀螺仪的数据，由30名受试者进行6种不同的活动。这些活动包括：走路、上楼、走下楼、坐、站立和躺。21名随机受试者的数据为训练集，剩余9个数据用于测试。原始加速计和陀螺仪XYZ信号要进行均值为零的标准化(即减去均值后除以标准偏差)，对每个行为案例产生一组128个归一化值组成的向量。人体行为识别数据集已经被作为公共使用，并且呈现形式为原始的惯性传感器信号。

**3.6.2 实验环境与设置**

基于CNN架构的算法模型都是在基于Linux系统的服务器上运行，GPU配置为Nvidia Tesla M40，内存大小为64GB。
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**附录**

表 1. 特征向量计算的度量

|  |  |
| --- | --- |
| 函数 | 描述 |
| mean | 平均值 |
| std | 标准差 |
| mad | 绝对值中位数 |
| max | 数组最大值 |
| min | 数组最小值 |
| sma | 信号大小范围 |
| energy | 均方和 |
| iqr | 四分差 |
| entropy | 信号熵值 |
| arCoeff | 自回归系数 |
| correlation | 相关系数 |
| maxFreqInd | 最大频率分量 |
| meanFreq | 频率信号加权平均 |
| skewness | 偏频信号 |
| kurtosis | 频率信号峭度 |
| energyBand | 频率间隔的能量 |
| angle | 向量夹角 |

表 2 . 基准分类方法在Opportunity数据集上的运用

|  |  |
| --- | --- |
| Method | Description |
| LDA | 线性判别分析。基于正态分布特征的高斯分类器，且所有类具有相同的协方差矩阵。 |
| QDA | 二次判别分析。与LDA类似，这种技术也基于正太分布的特征，但类协方差可能不同。 |
| NCC | 最近邻分类器。测试样本与质心的欧氏距离，每一类样本都用于分类。 |
| 1NN | K近邻算法。计算测试样本和训练样本之间欧氏距离的懒惰算法，最频繁发生的k-最近样本是输出。 |
| 3NN | 与1NN类似，使用3个近邻。 |
| UP | Parma大学提交至OPPORTUNITY竞赛。使用均值、方差、最大值和最小值的模式比较。 |
| NStar | 新加坡大学提交至OPPORTUNITY竞赛。使用单一近邻和归一化数据的kNN算法。 |
| SStar | 新加坡大学提交至OPPORTUNITY竞赛。使用标量数据的SVM算法。 |
| CStar | 新加坡大学提交至OPPORTUNITY竞赛。使用最近邻和支持向量机的融合kNN算法。 |
| NU | Nagoya大学提交至OPPORTUNITY竞赛。使用均值、方差和熵值的C4.5决策树算法。 |
| MU | Monash大学提交至OPPORTUNITY竞赛。决策树嫁接算法。 |
| CNN | Yang[89]等提供的结果。对主题1、2、3使用平均性能计算的值。 |