# 基于层次多标签学习的法律适用自动识别

## 一、绪论

### 1.1研究背景及意义

随着我国法治建设的逐步推进，人民的法律意识日渐提高，人们在遇到争议事件时会更多地选择诉诸法律，以公平公正地解决问题。根据最高人民法院的数据，2015年全国各级法院审结一审民事案件达622.8万件。然而，由于法律的专业性和复杂性，普通民众自身在借助法律维护自身权益的时候往往无所适从，只能求助律师等专业人士；另一方面，法律条文浩如烟海，即便是专业律师也只能专注于某一领域，在面对不熟悉的法律条文或者案例时，也需要一些决策辅助。

信息技术，尤其是信息检索和数据挖掘技术的发展，为法律辅助系统的实现提供了可能。“北大法宝”、“找法网”等一批在线法律信息平台，提供了法规案例检索、律师推荐等功能，在一定程度上为人们诉诸法律解决争端提供了便利。然而，上述平台提供的服务并未直接解决人们的问题。法规案例的检索往往需要用户有明确的搜索目标，甚至需要一定的法律领域知识，而且即便搜索引擎能够给出相应的搜索结果，这些结果通常也无法直接提供问题的答案，需要用户自己的解析和理解。律师推荐能够方便用户找到合适的律师，实际上是连接用户和律师的桥梁，不仅无法提供问题的直接解决方案，还容易受商业化的影响，出现一些律师滥竽充数的情况。

随着我国司法公开改革的推进以及最高人民法院关于人民法院在互联网公布裁判文书的规定的实施，蕴藏了海量信息的裁判文书可以方便地被获取和分析。2014年以来，全国各级法院共在“中国裁判文书网”上传裁判文书六百余万份，最高人民法院和部分省区市法院实现了能够上网的生效裁判文书全部上网目标。裁判文书记载了人民法院审理案件的过程和结果，它是诉讼活动结果的载体，也是[人民法院](http://baike.baidu.com/view/1890.htm)确定和分配当事人实体权利义务的惟一凭证。一份结构完整、要素齐全、逻辑严谨的裁判文书，既是当事人享有权利和负担义务的凭证，也是上级人民法院监督下级人民法院民事审判活动的重要依据。因此，裁判文书中包含的当事人诉求、犯罪行为、行政执法、司法裁判行为和过程、法律的适用等信息，作为重要的历史数据，通过数据挖掘手段进行模式提取，可以为司法人员、律师和普通民众提供决策支持。向李兴[1]实现了一个裁判文书推荐系统，为法官提供与当前裁判文书相似的文书，作为裁判的参考。基于自然语言处理技术提取文书的语义信息，在裁判文书的相似度计算上取得了不错的效果。裁判文书推荐可以提供决策辅助，但是逐条查阅相似案例需要耗费大量精力，同时由于案例相似度不同，需要用户自行确定各个案例的权重进行综合评判，极大地降低了查询结果的直观性和明确性。

从本质上讲，裁判是法院依照法律，对案件做出决定的过程。“以事实为根据，以法律为准绳”是我国社会主义法律适用遵循的基本原则，司法机关处理一切案件，都是根据客观事实，以国家法律为标准和尺度。因此，根据案件的描述确定适用的法律，是法院判决过程的核心部分，也是律师和普通民众在法律活动中需要解决的首要问题。运用信息技术，根据案件事实描述实现适用法律的自动识别，将在很大程度上为人们的法律活动提供更加直接和明确的帮助。现已公开的裁判文书中包含的案件事实描述以及法律适用信息，为我们提供了大量的带标签数据集，采取合适的数据挖掘手段，可以从中学习得到有效的模型，实现对未判案件适用法律的自动识别。

### 1.2研究内容及目标

本文希望通过运用数据挖掘方法，从海量的裁判文书中，学习出由案件事实描述到适用法律的预测模型，从而为用户提供直接的法律决策辅助。

一份结构完整的裁判文书包括首部、事实、理由、裁判结果和尾部，其中首部包括案件当事人、律师等信息，事实部分包含了对案件事实的描述，理由部分阐述了法院对于案件的分析以及做出相应裁判结果的理由，裁判结果部分给出了法院对于此次诉讼的判决或裁定结果，尾部则包含了审判人员、时间等信息。

运用数据挖掘手段进行案件适用法律的自动识别，首先需要提取能够充分描述案件事实的特征，由于裁判文书及其中的事实描述部分主要是以文本形式存在，因此需要运用到文本挖掘技术，包括中文分词，文本表示，特征选择和特征权重计算等。另外由于裁判文书格式的不规范性，准确地从裁判文书中提取案件事实部分也是需要考虑的问题。

本文通过监督式学习方法来构建预测模型，样本的标签即为案件适用的法律条文，包含在裁判文书中的裁判结果部分。同样地，由于裁判文书格式的不规范性，一些裁判文书中引用的法律依据并没有遵循统一的格式，需要在提取案件适用的法律条文之后进行数据的清洗工作。与传统的分类问题不同的是，一份裁判文书中往往包含多个法律条文的引用，因此法律适用的自动识别问题是一个多标签分类问题。在多标签学习中，每个样本可以对应多个标签，使得学习问题更加复杂。更进一步地，法律条文的组织呈现为树状结构，如图2所示。一个案件不仅可能适用多项法律条文，这些法律条文的具体程度也可能不同，即案件适用的法律条文可能位于树结构的叶节点，也可能位于树结构的内部节点。如果忽略法律条文的树形结构特征，无疑会损失分类标签的重要信息，造成预测模型性能的下降。因此，如何利用标签的结构信息，是本文的重要研究内容。本质上，法律适用自动识别问题是一个层次多标签学习问题，其中样本的特征需要通过文本挖掘手段从文本中提取，而标签的结构呈树形。

综上，本文研究的目标是解决案件适用法律的自动识别问题，首先利用文本挖掘技术对海量裁判文书进行处理分析，得到案件事实的结构化表示，即为样本特征，每个样本可以对应于标签空间中的多个标签，标签空间以树状结构组织。在此数据集上通过层次多标签学习构建预测模型，实现对未判案件适用法律的识别。

### 1.3论文组织

本文组织如下：

第一章介绍本文研究的背景和意义，阐述法律适用自动识别在当前民众法律活动中的重要辅助作用，并提出研究内容和目标，指出面临的问题及解决方向。

第二章为相关技术部分，主要对本文研究涉及的文本挖掘技术、多标签学习技术进行介绍，并对已有的层次多标签学习的工作进行综述。

第三章阐述本文提出的层次多标签学习算法。

第四章为实验部分，包括本文数据集的构建，即利用文本挖掘技术对海量裁判文书进行处理的过程，以及运用本文算法训练得到的模型的性能分析。

第五章对本文工作进行总结，并提出改进的方向。

### 1.4本章小结

本章介绍了本文研究的背景和意义，阐述了法律适用自动识别问题的研究内容和目标，并概括了本文的组织结构。

## 二、相关技术

本文工作涉及到文本挖掘、层次多标签学习等数据挖掘技术。

### **2.1文本挖掘**

文本挖掘是一门交叉性学科，涉及数据挖掘、机器学习、模式识别、人工智能、统计学、计算机语言学、计算机网络技术、信息学等多个领域。文本挖掘就是从大量的文档中发现隐含知识和模式的一种方法和工具，它从数据挖掘发展而来，但与传统的数据挖掘又有许多不同。文本挖掘的对象是海量、异构、分布的文档，文档内容是人类所使用的自然语言，缺乏计算机可理解的语义。传统数据挖掘所处理的数据是结构化的，而文档都是半结构或无结构的。所以，文本挖掘面临的首要问题是如何在计算机中合理地表示文本，使之既要包含足够的信息以反映文本的特征，又不至于过于复杂使学习算法无法处理。在浩如烟海的网络信息中，80%的信息是以文本的形式存放的。

文本的表示及其特征项的选取是文本挖掘、信息检索的一个基本问题，它把从文本中抽取出的特征词进行量化来表示文本信息。将它们从一个无结构的原始文本转化为结构化的计算机可以识别处理的信息，即对文本进行科学的抽象，建立它的数学模型，用以描述和代替文本。使计算机能够通过对这种模型的计算和操作来实现对文本的识别。由于文本是非结构化的数据，要想从大量的文本中挖掘有用的信息就必须首先将文本转化为可处理的结构化形式。目前人们通常采用向量空间模型来描述文本向量，但是如果直接用分词算法和词频统计方法得到的特征项来表示文本向量中的各个维，那么这个向量的维度将是非常的大。这种未经处理的文本矢量不仅给后续工作带来巨大的计算开销，使整个处理过程的效率非常低下，而且会损害分类、聚类算法的精确性，从而使所得到的结果很难令人满意。因此，必须对文本向量做进一步净化处理，在保证原文含义的基础上，找出对文本特征类别最具代表性的文本特征。为了解决这个问题，最有效的办法就是通过特征选择来降维。

目前有关文本表示的研究主要集中于文本表示模型的选择和特征词选择算法的选取上。用于表示文本的基本单位通常称为文本的特征或特征项。特征项必须具备一定的特性：1)特征项要能够确实标识文本内容；2)特征项具有将目标文本与其他文本相区分的能力；3)特征项的个数不能太多；4)特征项分离要比较容易实现。在中文文本中可以采用字、词或短语作为表示文本的特征项。相比较而言，词比字具有更强的表达能力，而词和短语相比，词的切分难度比短语的切分难度小得多。因此，目前大多数中文文本分类系统都采用词作为特征项，称作特征词。这些特征词作为文档的中间表示形式，用来实现文档与文档、文档与用户目标之间的相似度计算 。如果把所有的词都作为特征项，那么特征向量的维数将过于巨大，从而导致计算量太大，在这样的情况下，要完成文本分类几乎是不可能的。特征选择的主要功能是在不损伤文本核心信息的情况下尽量减少要处理的单词数，以此来降低向量空间维数，从而简化计算，提高文本处理的速度和效率。文本特征选择对文本内容的过滤和分类、聚类处理、自动摘要以及用户兴趣模式发现、知识发现等有关方面的研究都有非常重要的影响。通常根据某个特征评估函数计算各个特征的评分值，然后按评分值对这些特征进行排序，选取若干个评分值最高的作为特征词，这就是特征选择。

特征选择的方式有四种：(1)用映射或变换的方法把原始特征变换为较少的新特征；(2)从原始特征中挑选出一些最具代表性的特征；(3)根据专家的知识挑选最有影响的特征；(4)用数学的方法进行选取，找出最具分类信息的特征，这种方法是一种比较精确的方法，人为因素的干扰较少，尤其适合于文本自动分类挖掘系统的应用。

随着网络知识组织、人工智能等学科的发展，文本特征提取将向着数字化、智能化、语义化的方向深入发展，在社会知识管理方面发挥更大的作用。

#### 2.1.1向量空间模型

经典的向量空间模型由Salton等人于60年代提出，并成功地应用于著名的SMART文本检索系统。VSM概念简单，把对文本内容的处理简化为向量空间中的向量运算，并且它以空间上的相似度表达语义的相似度，直观易懂。当文档被表示为文档空间的向量，就可以通过计算向量之间的相似性来度量文档间的相似性。文本处理中最常用的相似性度量方式是余弦距离。文本挖掘系统采用向量空间模型，用特征词条(T1 ,T2 ,…Tn) 及其权值Wi 代表目标信息，在进行信息匹配时，使用这些特征项评价未知文本与目标样本的相关程度。特征词条及其权值的选取称为目标样本的特征提取，特征提取算法的优劣将直接影响到系统的运行效果。

设D为一个包含m个文档的文档集合，Di为第i个文档的特征向量，则有

D={D1,D2,…,Dm}，Di=(di1,di2,…,din)，i=1,2,…,m

其中dij(i=1,2,…,m;j=1,2,…,n)为文档Di中第j个词条tj的权值,它一般被定义为tj在Di中出现的频率tij的函数,例如采用TFIDF函数,即dij=tij\*log(N/nj)其中,N是文档数据库中文档总数,nj是文档数据库含有词条tj的文档数目。假设用户给定的文档向量为Di,未知的文档向量为Dj，则两者的相似程度可用两向量的夹角余弦来度量，夹角越小说明相似度越高。相似度的计算公式如下：
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通过上述的向量空间模型，文本数据就转换成了计算机可以处理的结构化数据，两个文档之间的相似性问题转变成了两个向量之间的相似性问题。

#### 2.1.2文本特征选择

机器学习算法的空间、时间复杂度依赖于输入数据的规模，维度规约则是一种被用于降低输入数据维数的方法。维度规约可以分为两类：

特征选择(feature selection)，从原始的d维空间中，选择为我们提供信息最多的k个维(这k个维属于原始空间的子集)

特征提取(feature extraction)，将原始的d维空间映射到k维空间中(新的k维空间不属于原始空间的子集)

在文本挖掘与文本分类的有关问题中，常采用特征选择方法。原因是文本的特征一般都是单词，具有语义信息，使用特征选择找出的k维子集，仍然是单词作为特征，保留了语义信息，而特征提取则找k维新空间，将会丧失了语义信息。

对于一个语料而言，我们可以统计的信息包括文档频率和文档类比例，所有的特征选择方法均依赖于这两个统计量，目前，文本的特征选择方法主要有：DF, MI, IG, CHI，WLLR,WFO六种。

为了方便描述，我们首先一些概率上的定义：

p(t):一篇文档x包含特征词t的概率。

 :文档x不属于C i 的概率。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAUCAMAAADbT899AAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAGBQTFRFAAAAAAA6AABmADqQAGa2OgAAOgBmOjqQOpC2OpDbZgAAZgBmZrb/kDoAkDpmkGaQkJC2kNv/tmYAtmZmtv//25A625Bm27aQ27a22////7Zm/7aQ/9uQ//+2///b////veDRIwAAAKRJREFUKM+1UtkSwiAMjOJRFFTaVA225P//sgE6Dq3XjKP7BJvN5gDgD4BfC6DANw5eMwcL6uLirTVzgV8xd2vD3QbTvTZTQb9HyRcyHCkR4YBZ4KGyoLPBlgrLWCQKgl04ibY6VykEOgtimpxfC4T1S0zBfieuZzcrUQMoyk3KFCDtCK50bzIF0piKJisZx5QcXbAjbu7Joko0+P41w+lv/+ERA+LFROXeVBy0AAAAAElFTkSuQmCC)

p(C i |t):已知文档x的包括某个特征词t条件下，该文档属于C i 的概率
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类似的其他的一些概率如p(C i ),  ![http://images.cnitblog.com/blog/507521/201308/15094815-46f6e8ceb0ae467c913431e416e739b6.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAASCAMAAACHObUhAAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAE5QTFRFAAAAAAA6AABmADqQAGa2OgAAOjqQOpC2OpDbZgBmZjqQZma2Zrb/kDoAkDpmkNv/tmYAtmY6tv//25A62////7Zm/9uQ//+2///b////zPunOwAAAHpJREFUKM+lkIkKgDAMQ+M9z82d+v8/6toJHoggjrGWR0nSYX0++McBfJh3gl4z3LgrU1XDhYdWr6GPzTJp5g7NCEHjDplMSsSXMZMRmqg+S3YQzH1tqY03dPbESSDXXJLzrqOAwrKvgjh8KUfKWdhTTl/x0Mtef/55A7cxI9fhvqruAAAAAElFTkSuQmCC) ， ![http://images.cnitblog.com/blog/507521/201308/15094815-e5761663b9854f819b48cacb93c14662.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAUCAMAAADMbV+0AAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAGxQTFRFAAAAAAA6AABmADqQAGa2OgAAOgBmOjqQOpC2OpDbZgAAZgBmZjqQZma2Zrb/kDoAkDpmkGaQkJC2kLb/kNv/tmYAtmY6tmZmtv//25A625Bm27aQ27a22////7Zm/7aQ/9uQ//+2///b////cUK99wAAAMFJREFUOMvFklsTgiAUhI9pF7poFyysQIH//x9bLjOiTY4PTe2TsN8clhWys0U/QanXt6YqZq2pKH/wsO4u0WjKEaoKuMvSdisxQm1dDlC9E5iJPXOSKaoP2DoKjyraVMTC0LVMjvGoooz7CA41VcbBNSxkGKH26pLDdKgbhc8PqN7LHoWvFsJjeousdz4IUMQOHFoT5TJcCw0QYkNPGdHareO1POLLyuWg4reyMIelflDLJ39BqpuY+7LM+V/vdUIvqsRnhkuRZFEAAAAASUVORK5CYII=) 等，有着类似的定义。

为了估计这些概率，我们需要通过统计训练样本的相关频率信息，如下表：
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 其中：

A ij :  包含特征词t i， 并且类别属于C j 的文档数量    B ij : 包含特征词t i， 并且类别属于不C j 的文档数量

C ij ：不包含特征词t i， 并且类别属于C j 的文档数量 D ij ：不包含特征词ti， 并且类别属于不C j 的文档数量

A ij + B ij : 包含特征词t i 的文档数量          C ij + D ij ：不包含特征词t i 的文档数量

A ij + C ij ：C j 类的文档数量数据             B ij + D ij ：非C j 类的文档数量数据

A ij  + B ij + C ij + D ij = N :语料中所有文档数量。

有了这些统计量，有关概率的估算就变得容易，如：

  p(t i ) =     (A ij  + B ij ) / N;    p(C j ) = (A ij  +  C ij ) / N;

p(C j |t j ) = A ij  / (A ij  + B ij )

  ......类似的一些概率计算可以依照上表计算。

介绍了事情发展的前因，现在进入正题：常见的四种特征选择方法如何计算。

1）DF(Document Frequency)

DF:统计特征词出现的文档数量，用来衡量某个特征词的重要性，DF的定义如下：
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DF的动机是，如果某些特征词在文档中经常出现，那么这个词就可能很重要。而对于在文档中出现很少(如仅在语料中出现1次)特征词，携带了很少的信息量，甚至是"噪声"，这些特征词，对分类器学习影响也是很小。

DF特征选择方法属于无监督的学习算法(也有将其改成有监督的算法，但是大部分情况都作为无监督算法使用)，仅考虑了频率因素而没有考虑类别因素，因此，DF算法的将会引入一些没有意义的词。如中文的"的"、"是"， "个"等，常常具有很高的DF得分，但是，对分类并没有多大的意义。

2）MI(Mutual Information)

互信息法用于衡量特征词与文档类别直接的信息量，互信息法的定义如下：
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继续推导MI的定义公式：
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从上面的公式上看出：如果某个特征词的频率很低，那么互信息得分就会很大，因此互信息法倾向"低频"的特征词。相对的词频很高的词，得分就会变低，如果这词携带了很高的信息量，互信息法就会变得低效。

3）IG(Information Gain)

信息增益法，通过某个特征词的缺失与存在的两种情况下，语料中前后信息的增加，衡量某个特征词的重要性。

信息增益的定义如下：

![http://img2.tuicool.com/AjqEJn.png!web](data:image/png;base64,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)

  依据IG的定义，每个特征词 t i 的 IG 得分前面一部分： ![http://img1.tuicool.com/2Yf6Bn.png!web](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIAAAAAZCAMAAADOidZyAAAABGdBTUEAALGPC/xhBQAAAAFzUkdCAK7OHOkAAAAgY0hSTQAAeiYAAICEAAD6AAAAgOgAAHUwAADqYAAAOpgAABdwnLpRPAAAAKJQTFRFAAAAAAA6AABmADqQAGadAGa2OgAAOgA6OgBmOjo6OjpmOjqQOma2OpC2OpDbZgAAZgA6ZgBmZjqQZmZmZra2ZrbbZrb/kDoAkDo6kDpmkGaQkJC2kNvbkNv/tmYAtmY6tmZmvJA6tpCQtrbbttv/tv+2tv//25A625Bm25CQ29vb2/+22//b2////7Zm/7aQ/7a2/9uQ/9vb//+2///b////2PK2TwAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAfFJREFUSMftVttSwjAQjdQA3lpBaVFsvRNQG61N/v/X3E1Cm97pyIAP7kynNNmzOTm7m0DkgY38E/jbBN4+w6/lAQmwE3J1FO6BAM9W4SQ3V65mq4uHGgXSCQyKAFy4j5/TGEeTUTPXOoQIqCFgIzkZmBU5lU8fi9Tzq9EuQ3R0QSLtnIzhlXrNYtUjROBqAtyJpcXAxBG3cUO4CDglQ9/y4bRdgQYEo0aBsS1zxqAmDrn2iJ+cQYyI2hNiHmoCqYdorjPYiYg2ChSmWhik3mDJnUeKv4qZUVschSLwZTR4BcEZ3QJhFIAXlgeYIZIMGxgggFPmVuU2YzicjO7mGYF2BCafGK+CJacvdeujbPAgtLwfswS2E/IYmlLuQGDxIQHVI7bSk/rDB1MJaVN8GYokbsBxFeYpSD0KUd+n8XYIfKpFKOV9QwkwyJKvo+oPlanv2Ow0gG2rveuE+p2IvAidQsOxSuennmv0zOonM1XBxTIWz7ir827Epg3VMZHPu3YwJZcey1Yp+OPJVpJQ1RduowOBPaOPYrtCkXnuqOTSBJhpbWkyaWy9rNSMSkE3Qh2ElcsoD6aPz2MI5sRFVQqLLWRPKyFKBOzLCDuJz9oJ8N6XZRnR8YdkrfRou2d+a+0E+gu8WwL9Bd61AnuwgxP4ASwzU96ecmjBAAAAAElFTkSuQmCC) 计算值是一样，可以省略。因此， IG 的计算公式如下：

![http://img1.tuicool.com/rYFVRf.png!web](data:image/png;base64,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)

IG与MI存在关系：
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因此，IG方式实际上就是互信息 ![http://images.cnitblog.com/blog/507521/201308/15094817-f26fcae671b540269f6c626540479ffb.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAAVCAMAAAAO2ixrAAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAHJQTFRFAAAAAAA6ADqQAGa2OgAAOgBmOjqQOpDbZgAAZjqQZma2Zrb/kDoAkDo6kDpmkGaQkJC2kJDbkLb/kNv/tmYAtmY6tmZmtpCQtra2tv//25A625Bm25CQ27aQ27a22////7Zm/7aQ/9uQ//+2///b////WMZG/QAAAN5JREFUOMu9k9kSwiAMRbGtouLeWqUuIMv//6KsllTLjA+aBzqQQ3JJUqS/MvQ3XO5z5JVCXG1oDpcL5nGOEDafR/3OqBUqbuFcHEL0Bo8EFxXRYkr78BZXa3tfLuOSxCZm2bKwbanDnSrNSytrkioSM5bebojXXtpNZxUdgX7veJkhLN6RiPs8edxLd/jAL+cm0KUGuKhQwQLe2IqeNY8vMD5XY31nvRiYmWNfYqAKJ08NmUMNTbcGFYkdDIWEM+B6NrCWJm0CIT6Z2oEhSA/H7cTgAHOco113fvs3PQGg7IBuaD7vwAAAAABJRU5ErkJggg==) 与互信息 ![http://images.cnitblog.com/blog/507521/201308/15094817-4bc4838e7ea34cd09b0f4d312d62bd47.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAAYCAMAAACyRD+1AAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAHJQTFRFAAAAAAA6AABmADqQAGa2OgAAOjqQOma2OpDbZgA6ZjqQZma2ZpDbZrb/kDoAkDo6kDpmkGaQkJC2kJDbkLb/kNv/tmYAtmY6tmZmtpCQtra2tv//25A625Bm27a22////7Zm/7aQ/9uQ//+2///b////P4TfFQAAAPhJREFUOMu9k1sbgiAMhldZ2YHO2EELQ/j/fzHYwAfQR+umXXjBXraP7RP0TwF/w5vzEPkSCX4rNWD04nIZ4/IyLOTNCVc7mHAs3o0aIKsZad246s3K0M1auBJBFDOh6ynVUYeScLkQTpu+i6i2obU6urMrJ7zKbSozV+aTsLraR70KRtrxFO9ULBrGIuplCGhPLW7ljeJYF79Jvhd3Ci1e59Fc1C6jFwa4nANOyj61AKP9YYbNPG92zLwD3FODJWvqkC6YuvpB0tLWwu860eyW166pdRhON+9aAVOtCcYspk6hxXzcRT+NlqI7IS63Q/598r/+q1/EBxpUktAJH/DuAAAAAElFTkSuQmCC) 加权。

4）CHI(Chi-square)

CHI特征选择算法利用了统计学中的"假设检验"的基本思想：首先假设特征词与类别直接是不相关的，如果利用CHI分布计算出的检验值偏离阈值越大，那么更有信心否定原假设，接受原假设的备则假设：特征词与类别有着很高的关联度。CHI的定义如下：
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对于一个给定的语料而言，文档的总数N以及C j 类文档的数量，非C j 类文档的数量，他们都是一个定值，因此CHI的计算公式可以简化为：
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CHI特征选择方法，综合考虑文档频率与类别比例两个因素

5）WLLR(Weighted Log Likelihood Ration)

WLLR特征选择方法的定义如下：
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  计算公式如下：
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6)WFO（Weighted Frequency and Odds）

最后一个介绍的算法，是由苏大李寿山老师提出的算法。通过以上的五种算法的分析，李寿山老师认为，"好"的特征应该有以下特点：

好的特征应该有较高的文档频率

好的特征应该有较高的文档类别比例

WFO的算法定义如下：
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![http://img1.tuicool.com/jAf6Vv.png!web](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAM4AAAAoCAMAAACB3DVpAAAABGdBTUEAALGPC/xhBQAAAAFzUkdCAK7OHOkAAAAgY0hSTQAAeiYAAICEAAD6AAAAgOgAAHUwAADqYAAAOpgAABdwnLpRPAAAAK5QTFRFAAAAAAA6AABmACAhADoqADqQAGa2OgAAOgA6OgBmOjo6OjpmOjqQOma2OpC2OpDbZgAAZgA6ZgBmZjqQe3w6Zma2ZpyQZpDbZra2Zrb/kDoAkDo6kDpmkGaQkJBmkJCQkJC2kLb/kNvbkNv/tmYAtmZmvJA6tpCQtrbbtrb/tv+2tv//25A625Bm25CQ27aQ29vb2/+22////7Zm/7aQ/9uQ/9vb//+2///b////IAH9FwAAAAlwSFlzAAAOxAAADsQBlSsOGwAAA3NJREFUaN7tlwt3kzAUx2O1TOcUfMyZzkcdaHXg1KYM8v2/mLk3hDwINMwdTXu85/SUQtLkl/v4Xwg/KiP/egP/cUxrsvSYcDiTOPWT8phweP0pfpzmZakudzl+tStCUkbh2autxIFby+3tx23sOM0LYLgpNQ4jwhnVAu/I+FLe2fzIY8cpKOz6Ge9x6hO4075Hv3CWQCl4gJzNt3b9M1acgrzNCK3PtnBJaI9TJOao9jLvL1cpr9JYcZpsUbLlF9i8Sh/AaTJqU1N3Ypw4VQKhBMeNEaVw6se5PSx1J0aJA1EkPrDbdkU1juudA8GBpClS9BGWr+95lzsV5H37DsIP7kUUbJ2Me60imP9AxYgguN2qQg1PZCkT94xSYOCI2nEqBl2tSCIuhSVSrZZQDg0hQxvImN8C9E/KuJsOOFRtszt9TJ+dPY4lOq1sHJjFxN7FWhipIiKhvrerxBYy/JeBjPlpAvQPZVzJxmCrxt9wPAQXh3rXJ3gYsPXmHA+uvtjlMuWYWNwUMu6TMb8F6F8n4x7viIBSKS7TpPB456Z048bA2X1I+OcSO4aKKrUSOJaQ8QkZ6zmC9a+TccRpMkgIBoGe8iBr1/77BOL8+rySYV1gonX1UGyhMoXML2OQEzLf5IhA/VMyDjgQ4sXiWkRWNepv25gnRBVOfbYpq+eAK2IN3CsDALZgCVmIjM3WP3giP1eX4TijBjinF7x4mnerbLbd4oWoDpaQ+WXM8s58/YO14KzFd31CsFSQWTbAETkCrte5gL8K+GtLyLgpY3hjIGOO/uEgR/+ciYDTZIkorb+mCv8M70CBhpKjTgdTUx63IWQVJnYvY6Bsw1Lg6B8McvXPnih8K9bElaWb6eRmp13D93YFhpBJ2esME2NQqB39k8/tCuufiJO/clMT7uydKdNCxpZmLEAdHMqYo39YLF0cOqa/mE8VddZXVXWst5iHYwqZaULwhzLm6l/h8Y53Yr9TV3Z0dzHWW8zEGYFc32na7Im6uxjrLe4DZ1TF7m8ithdvdHcx/W79Zzh/wbC9eKi7i7B362hxsL14pLuLsHfrWHFke/Fadxdh79ax4sj2om9K9vUWsePI9qJvSvb0FrHjqJ3q8w/sLeLEUTvtmhIe3FtEiaPbC9mU8ODeIkqcfTbeWxwizkRvcYg4E3ZkOL8BdAKqhnMcMLoAAAAASUVORK5CYII=)

否则：
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#### 2.1.3特征权重计算

经过文本预处理和特征选择，需要计算特征词权重。目前常用的特征词权重计算方法有布尔权重法、对数权重法、TF-IDF权重法、平方根权重法和基于熵的权重法。

TF-IDF（term frequency–inverse document frequency）是一种用于资讯检索与资讯探勘的常用加权技术。TF-IDF是一种统计方法，用以评估一字词对于一个文件集或一个语料库中的其中一份文件的重要程度。字词的重要性随著它在文件中出现的次数成正比增加，但同时会随著它在语料库中出现的频率成反比下降。TF-IDF加权的各种形式常被搜寻引擎应用，作为文件与用户查询之间相关程度的度量或评级。除了TF-IDF以外，因特网上的搜寻引擎还会使用基于连结分析的评级方法，以确定文件在搜寻结果中出现的顺序。

　　TF-IDF的主要思想是：如果某个词或短语在一篇文章中出现的频率TF高，并且在其他文章中很少出现，则认为此词或者短语具有很好的类别区分能力，适合用来分类。TFIDF实际上是：TFXIDF，TF词频(Term Frequency)，IDF反文档频率(Inverse Document Frequency)。TF表示词条，在文档d中出现的频率。IDF的主要思想是：如果包含词条t的文档越少，也就是n越小，IDF越大，则说明词条t具有很好的类别区分能力。如果某一类C．中包含词条t的文档数为m，而其它类包含t的文档总数为k，显然所有包含t的文档数n=m+k，当gfl大的时候，n也大，按照IDF公式得到的IDF的值会小，就说明该词条t类别区分能力不强。但是实际上，如果一个词条在一个类的文档中频繁出现，则说明该词条能够很好代表这个类的文本的特征，这样的词条应该给它们赋予较高的权重，并选来作为该类文本的特征词以区别与其它类文档。这就是IDF的不足之处.

　　原理

　　在一份给定的文件里，词频 (term frequency, TF) 指的是某一个给定的词语在该文件中出现的次数。这个数字通常会被正规化，以防止它偏向长的文件。（同一个词语在长文件里可能会比短文件有更高的词频，而不管该词语重要与否。）

　　逆向文件频率 (inverse document frequency, IDF) 是一个词语普遍重要性的度量。某一特定词语的IDF，可以由总文件数目除以包含该词语之文件的数目，再将得到的商取对数得到。

　　某一特定文件内的高词语频率，以及该词语在整个文件集合中的低文件频率，可以产生出高权重的TF-IDF。因此，TF-IDF倾向於过滤掉常见的词语，保留重要的词语。

　　例子

　　有很多不同的数学公式可以用来计算TF- IDF。词频 (TF) 是一词语出现的次数除以该文件的总词语数。假如一篇文件的总词语数是100个，而词语「母牛」出现了3次，那麽「母牛」一词在该文件中的词频就是 0.03 (3/100)。一个计算文件频率 (DF) 的方法是测定有多少份文件出现过「母牛」一词，然後除以文件集里包含的文件总数。所以，如果「母牛」一词在1,000份文件出现过，而文件总数是 10,000,000份的话，其文件频率就是 0.0001 (1000/10,000,000)。最後，TF-IDF分数就可以由计算词频除以文件频率而得到。以上面的例子来说，「母牛」一词在该文件集的TF- IDF分数会是 300 (0.03/0.0001)。这条公式的另一个形式是将文件频率取对数。

　　在向量空间模型里的应用

　　TF-IDF权重计算方法经常会和余弦相似度(cosine similarity)一同使用於向量空间模型中，用以判断两份文件之间的相似性。

　　TFIDF算法是建立在这样一个假设之上的：对区别文档最有意义的词语应该是那些在文档中出现频率高，而在整个文档集合的其他文档中出现频率少的词语，所以如果特征空间坐标系取TF词频作为测度，就可以体现同类文本的特点。另外考虑到单词区别不同类别的能力，TFIDF法认为一个单词出现的文本频数越小，它区别不同类别文本的能力就越大。因此引入了逆文本频度IDF的概念，以TF和IDF的乘积作为特征空间坐标系的取值测度，并用它完成对权值TF的调整，调整权值的目的在于突出重要单词，抑制次要单词。但是在本质上IDF是一种试图抑制噪音的加权 ，并且单纯地认为文本频数小的单词就越重要，文本频数大的单词就越无用，显然这并不是完全正确的。IDF的简单结构并不能有效地反映单词的重要程度和特征词的分布情况，使其无法很好地完成对权值调整的功能，所以TFIDF法的精度并不是很高。

　　此外，在TFIDF算法中并没有体现出单词的位置信息，对于Web文档而言，权重的计算方法应该体现出HTML的结构特征。特征词在不同的标记符中对文章内容的反映程度不同，其权重的计算方法也应不同。因此应该对于处于网页不同位置的特征词分别赋予不同的系数，然后乘以特征词的词频，以提高文本表示的效果。

### **2.2层次多标签学习**

#### 2.2.1多标签学习

#### 2.2.2层次多标签学习定义

#### 2.2.3层次多标签学习方法

## 三、算法

介绍本文提出的算法。

## 四、实验

### 4.1实验数据

本文实验数据来自浙江法院公开网，包含浙江省各级法院公开的过去几年的部分裁判文书，经过处理，数据集中包含裁判文书约16万份。

#### 4.1.1数据获取

浙江省平湖市人民法院

民 事 判 决 书

（2011）嘉平乍商初字第18号

原告：XXX。

委托代理人：YYY。

被告：ZZZ。

原告XXX为与被告ZZZ买卖合同纠纷一案，本院于2010年12月31日立案受理，依法组成合议庭，于2011年7月11日公开开庭进行了审理。原告XXX的委托代理人YYY到庭参加诉讼，被告ZZZ经本院传票合法传唤，无正当理由拒不到庭。本案现已审理终结。

原告诉称，被告于2007年在嘉兴港区承接钢贸城水电工程时，向原告赊购管道材料。截止2008年12月18日，被告结欠原告材料款计人民币62000元。当时被告约定于2008年12月31日付清，并约定被告如逾期付款由平湖市人民法院审理。但被告未能按时支付，直到2009年1月19日，被告以银行卡汇付了30000元，本金32000元……

本院认为，合法的买卖关系应受法律保护，被告向原告购买货物后，未及时支付货款，显属欠理，现应承担立即支付货款并负担逾期付款损失的义务。原告的诉讼请求，符合法律规定，本院予以支持。据此，依照《中华人民共和国合同法》第一百六十一条、第一百零七条及《中华人民共和国民事诉讼法》第一百三十条之规定，判决如下：

被告ZZZ于本判决生效后十日内支付原告XXX货款32000元及逾期付款损失……

审判长　　AAA

审判员　　BBB

审判员　　CCC

二〇一一年七月十一日

书记员　　DDD

图1 裁判文书样例

介绍利用爬虫技术从浙江法院公开网爬取裁判文书，以及提取半结构化信息的过程。

#### 4.1.2数据清洗

介绍对噪声数据进行清洗的过程。

#### 4.1.3标签提取

介绍从裁判文书中提取法律依据过程，法律依据也是本文实验数据的标签部分，因此，还涉及到标签的表示。

#### 4.1.4特征提取与表示

介绍使用分词手段进行特征提取以及信息增益方法进行特征选择

### 4.2实验平台与评价指标

介绍本文实验平台Mulan，以及实验中采用的评价指标。

### 4.3实验结果

给出算法在实验数据集上的预测表现，与已有算法的性能比较等。

## 五、总结与展望

总结本文的贡献和不足，提出后续的改进方案。
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