AWl

VA

MINIMUM SHIFT KEYING:
A SPECTRALLY EFFICIENT VIODULATION

Subbarayan Pasupathy

Compact power spectrum, good error rate performance, and
easy synchronization make MSK an attractive digital
modulation techmque.

The ever increasing demand for digital transmission
channels in the radio frequency (RF) band presents a
potentially serious problem of spectral congestion and is
likely to cause severe adjacent and cochannel
interference problems. This has, in recent years, led to
the investigation of a wide variety of techniques for
solving the problem of spectral congestion. Some
solutions to this problem include: 1) new allocations at
high frequencies; 2) better management of existing
allocations; 3) the use of frequency-reuse techniques
such as the use of narrow-beam antennas and dual
polarizing systems; 4) the use of efficient source
encoding techniques; and 5) the use of spectrally efficient
modulation techniques [1]. This article will consider the
last approach and analyze, in particular, a modulation
scheme known as minimum shift keying (MSK). The
MSK signal format will be explained and its relation to
other schemes such as quadrature phase shift keying
(QPSK), offset QPSK (OQPSK), and frequency shift
keving (FSK) pointed out. The main attributes of MSK,
such as constant envelope, spectral efficiency, error rate
performance of binary PSK, and self-synchronizing
capability will all be explained on the basis of the
modulation format.

The author is with the Department of. Electrical Engineering,
University of Toronto, Toronto, Ont., Canada.

SPECTRAL EFFICIENCY AND MSK

In any communication system, .the two primary
communication resources are the transmitted power
and channel bandwidth. A general system-design
objective would be to use these two resources as
efficiently as possible. In many communication channels, -
one of the resources may be more precious than the
other and hence most channels can be classified
primarily as power-limited or band-limited. (The voice-
grade telephone circuit, with approximately 3 kHz
bandwidth, is a typical band-limited channel, whereas
space communication links are typically power limited).
In power-limited channels, coding schemes would be
generally used to save power at the expense of
bandwidth, whereas in band-limited channels “spectrally
efficient modulation” techniques would be used to save
bandwidth.

The primary objective of spectrally efficient
modulation is to maximize the bandwidth
efticiency, measured in bits/s/Hz.

The primary objective of spectrally efficient modula-
tion is to maximize the bandwidth efficiency, defined as
the ratio of data rate to channel bandwidth (in units of
bits/s/Hz). A secondary objective of such modulation
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schemes may be to achieve this bandwidth efficiency at a
prescribed average bit error rate with minimum
expenditure of signal power. Some channels may have
other restrictions and limitations which may force other
constraints on the modulation techniques. For example,
communication systems using certain types of nonlinear
channels call for an additional feature, namely, a
constant envelope, which makes the modulation
impervious to such impairments. This is needed because
a memoryless nonlinearity produces extraneous side-
bands when passing a signal with amplitude fluctuations.
Such sidebands introduce out-of-band interference with
other communication systems. ,

A typical example where such considerations are
appropriate is in time-division multiple access (TDMA)
satellite communication, where the traveling wave tube
(TWT) amplifiers are operated near power saturation for
high efficiency. For frequency division multiple access
(FDMA) application also, constant envelope properties
are useful at each ground terminal, if the high power
amplifier is operated near power saturation like a class
“C” device, where the response would be nonlinear. In
this article, we will be concerned with these and similar
applications which call for a constant envelope,
bandwidth-efficient, digital-modulation technique. Re-
cent investigations into signaling schemes for such
applications have centered upon MSK.

Modulation studies during the late 1960’s led to the
development of MSK (2], [3]. MSK was used by the Data
Transmission Co. (Datran) for its proposed data
network in 1972 [4]. Other applications which have
considered and/or used MSK since then include a
proposed AT&T domestic satellite system [5],[6],
military tactical radio [7], extremely low frequency (ELF)
underwater communication systems [8], and Canadian
communications technology satellite (CTS) experiments
[9]. We will examine the major attributes of MSK which
make it a suitable candidate for such applications. We
begin with a brief review of some related modulation
techniques such as FSK, PSK, QPSK, and OQPSK.

FSK and PSK

The constraint of a constant envelope feature for the
modulation scheme narrows the search to two major
signaling techniques, namely, FSK and PSK. Consider
binary communication—transmitting a pulse every T
seconds (at the signaling rate of 1/T baud) to denote one
of two equally likely information symbols, +1 or -1. FSK
denotes the two states by transmitting a sinusoidal
carrier at one of two possible frequencies, whereas
binary PSK (BPSK) uses the two opposite phases of the
carrier (i.e., 0and 180°). Fig. 1 shows typical signals in the
two types of modulation. Note that BPSK is also
equivalent to amplitude modulating the carrier with the
information bit stream, i.e., multiplication with +1 or - 1.
The two schemes can be compared on the basis of their
bit error rate (BER) performance (i.e., the average
number of errors in transmitting a long bit stream)
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Fig.1. (a) Binary phase shiftkeying; (b) Frequency shift keying.

through anideal channel. The ideal channel is taken to be
a linear all-pass channel, corrupted only by additive white
Gaussian noise with a constant  (one-sided) power
spectral density of Ny W/Hz. The required ratio, E,/N,,
of signal energy per bit (E, ) and noise level N, to achieve
a given BER (such as 1 error in 105 bits) is the quantity of
interest.

It can be shown that optimum receivers for binary
signals in such channels call for matched filters (also
known as correlator-detectors) with perfect carrier
phase reference available at the receiver. For such
coherent receivers, which base their bit decisions after
observing the signal over T seconds, there exists a class
of signals, of which PSK-is one, which turns out to be
optimum in the sense of requiring the minimum amount
of E,/N, for a specified BER. This optimum class of
signals is called “antipodal,” i.e., the two signals denoting
the two possible information symbols have exactly the
same shape but opposite polarity. On the other hand,
from the viewpoint of simpler receiver implementation,
noncoherent detection schemes, which do not make use
of the carrier phase reference, can also be used. For
example, a noncoherent detector for FSK can use two
bandpass filters tuned to the two frequencies, followed
by envelope detectors and bit-rate samplers, and base
the binary decision on which of the two sampled
envelopes is the larger. It can be shown that for such
noncoherent detection, the optimum class of signals is
the class of noncoherently orthogonal signals. (Orthog-
onal signals are those that do not interfere with one
another in the process of detection. If the demodulation
process is coherent, they can be called coherently
orthogonal and if noncoherent detection is employed,
noncoherently orthogonal. For example, in noncoherent
FSK signaling using envelope detectors, the two FSK
signals at frequencies f, and f, are said to be
noncoherently orthogonal, if, when a tone at f, is
transmitted, the sampled envelope of the output of the
receiving filter tuned to f, is zero, i.e., no cross talk.) In
the case of FSK, the minimum separation between the
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two frequencies equals the signaling rate 1/T for
noncoherent orthogonality. The performance of such a
noncoherently orthogonal FSK scheme is much poorer
than the coherent antipodal PSK scheme. Even if
coherently orthogonal FSK is used and detected by
coherent methods in an effort to improve performance, it
is still poorer by 3-dB (in terms of E,/N,) than PSK.

The poorer performance of FSK has been responsible
for restricting the use of FSK mainly to low-data-rate low-
efficiency applications, while PSK has been the preferred
scheme for efficient higher-data-rate applications. We
will show later that this is not a fair assessment of FSK. In
fact, MSK, a coherently orthogonal FSK modulation
scheme, requires only 1/2T Hz frequency separation
and achieves a performance equivalent to that of BPSK,
when a coherent receiver bases its decision after
observing the signal over 2 bit periods (2T seconds) rather
than just one. Before we view MSK as a particular case of
FSK, it is helpful to understand several other PSK
schemes, such as QPSK and OQPSK, and to view MSK
as a particular variation of OQPSK signaling.

QPSK and OQPSK

The optimum E,/N, performance achievable with
BPSK led to a search for mechanisms to improve the
bandwidth efficiency of PSK schemes without any loss of
performance. [t was found that since cos2rwf.t and
sin27f.t (where f. is the carrier frequency) are coherently
orthogonal signals, two binary bit streams modulating
the two carrier signals in quadrature can be demodulated
separately. (In analog communication, this idea has been
used for a long time to multiplex two signals on the same
carrier, so as to occupy the same bandwidth, e.g., the
two chrominance signals in color television are
modulated onto the color subcarrier this way). Such a
modulation scheme, increasing the bandwidth efficiency
of binary PSK by two, is known as QPSK andis shownin
Fig. 2 (a).

a{y

The input binary bit stream {a, }, (a, = £1) k = 0,1,2,

- - arrives at arate of 1/ T baud andis separated into two
streams q,(t) and ag(t) consisting of even and odd bits,
respectively, as shown in the example waveforms of Fig.
2(a). The two pulse trains modulate the inphase and
quadrature components of the carrier and the sum s(t),

. the modulated QPSK signal, can be represented as

1
() = \/% a,(t) cos 2rf.t +) + 75 ag(0

sin (27f.t +%). (1)
The two terms in (1) represent two binary PSK signals
and can be detected independently due to the
orthogonality of cos(2#f.t +%) and sin (2rf.t +7-Z-).

Using a well-known trigonometric identity, (1) can also
be written as

s(t) = cos(2mf.t + O(1) (2)

where, as shown in Fig. 3, ©(t) = 0% = 90° or 180°
corresponding to the four combinations of a,(t) and

.aQ(t).

The OQPSK signaling can also be represented by (1)
and (2) and the difference between the two modulation
techniques is only in the alignment of the two bit streams.
The odd and even bit streams, transmitted at the rate of
1/2T baud, are synchronously aligned in QPSK [as
shown in Fig. 2(a)] such that their transitions coincide.
OQPSK modulation is obtained by a shift or offset in the
relative alignments of q,(t) and a,(t) data streams by an
amount equal to T.Fig. 2(b) shows the offset. (OQPSK is
also sometimes referred to as staggered QPSK.)

The difference in time alignment in the bit streams
does not change the power spectral density and hence
both QPSK and OQPSK spectra have the same
(sin2mfT/27fT)? shape, associated with the rectangular
pulse used for signaling. However, the two modulations
respond differently when they undergo bandlimiting and
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Fig. 2. (a) QPSK modulator; (b) Staggering of daia streams in OPQSK.
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Fig. 3. Signal space diagram for QPSK and OPQSK.

hardlimiting operations, encountered in applications
such as satellite communications. The difference in the

behavior of the two modulations can be understoodbya

study of the phase changes.in the carrier in the two
modulations.

In QPSK, due to the coincident alignment of a,(t) and
aq(t) streams, the carrier phase can change only once
every 2T. The carrier phase over any 2T interval is any
one of the four phases shown in Fig. 3 depending on the
values of {ay(t), a/(t)}. In the next 2T interval, if neither
bit stream changes sign, the carrier phase remains the
same. If one component (q,(t) or a(t)) changes sign, a
phase shift of =*=90° occurs. A change in both
components results in a phase shift of 180°. Fig. 4(a)
shows a typical QPSK signal waveform, for the sample
sequence a,(t) and a,(t) shown in Fig. 2(a). In a satellite
communication system, the modulated signal shown in
Fig. 4(a) is bandlimited by a bandpass filter so as to
conform to out-of-band spectral emission standards.
The bandlimited QPSK will no longer have constant
envelope and in fact, the occasional phase shifts of 7w rad
in the carrier will make the envelope go to zero [10]. At
the satellite repeater, this signal will undergo hardlimiting
which, while restoring the constant envelope to the
signal, will at the same time restore essentially all the
frequency sidelobes back to their original level prior to
filtering. These undesired sidebands negate the
bandlimiting of the QPSK signal carried out at the
transmitter and introduce out-of-band radiation on the
satellite downlink that may interfere with other
communication systems. On the other hand, bandlimit-
ing and hardlimiting operations do not seem to produce
the same deleterious effect on an OQPSK signal.

In OQPSK, the binary components cannot change
states simultaneously. One component has transitions in
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the middle of the other symbol and hence only one
component can switch at a time. This eliminates the
possibility of 180° phase changes and phase changes are
limited to 0°, = 90° every T seconds. Fig. 4(b) shows a
typical OQPSK waveform for the example bit streams in
Fig. 2(b). When a OQPSK signal undergoes bandlimit-
ing, the resulting intersymbol interference (smearing of
adjacent pulses on one another) causes the envelope to
droop slightly in the region of 7/2 rad phase transitions.
Since phase shifts of 180° have been avoided, the
envelope does not go to zero as it does in the bandlimited
QPSK case. When the bandlimited OQPSK goes
through a hard limiter, the slight envelope droop is
removed by the limiting process. However, limiting
affects only the envelope and the phase is preserved.
Consequently, the absence of rapid phase shifts (and
hence high frequency content) in the region of a #/2
phase change means that limiting will not regenerate the
high frequency components originally removed by the
bandlimiting filter. Thus, out-of-band interference is
avoided.

Tests [10] indicate that unlike QPSK, the spectrum of
OQPSK after limiting remains essentially unchanged and
seems to retain its bandlimited nature in almost its
entirety. OQPSK signals also seem to perform better
than QPSK in the presence of phase jitter associated
with noisy reference carriers [11]. Furthermore, the
offset of T s between the 2 bit streams in OQPSK has
been shown to be optimum in terms of phase jitter
immunity in the presence of additive Gaussian noise [12].
All these advantages possessed by OQPSK stem mainly
from the fact that OQPSK avoids the large phase change
of 180° associated with the QPSK format. This suggests
that further suppression of out-of-band interference in
bandlimiting-hardlimiting applications can be obtained, if
the OQPSK signal format can be modified to avoid phase
transitions altogether. This can be thought of as an
obvious motivation for designing constant envelope
modulation schemes with continuous phase. MSK is one
such scheme, as will be discussed next.
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Fig. 4. (a) QPSK waveform; (b) OPQSK waveform.
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Fig. 5. MSK waveforms.

MSK can be viewed as a form of offset quadrature
phase shift keying with a half-sinusoidal rather
than rectangular weighting.

MSK

MSK can be thought of as a special case of OQPSK
with sinusoidal pulse weighting [13],[14]. Consider the
OQPSK signal, with the bit streams offset as shown in
Fig. 2(b). If sinuscidal pulses are employed instead of
rectangular shapes, the modified signal can be defined as
MSK and equals

s(t) = a,(t)cos(%)cosZﬂ'fct + aQ(t)sin(é—Tit:)sin&cht.

3)

Fig. 5 shows the various components of the MSK signal
defined by (3). Fig. 5(a) shows the modified in-phase bit
stream waveform, for the sample { g} stream shown in
Fig. 2(b). The corresponding values of the even-bits are
shown as *1 inside the waveform. The in-phase carrier
[the first term in (3)], obtained by multiplying the
waveform in Fig. 5(a) by cos2xf.t, is shown in Fig. 5(b).
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Similarly, the sinusoidally shaped odd-bit stream and the
quadrature carrier are shown in Fig. 5(c) and (d). The
composite MSK signal s(t), the addition of Fig. 5(b) and
(d), is shownin Fig. 5(e). The waveformin Fig. 5(e) can be
better understood if we use a well-known trigonometric
identity to rewrite (3) as

s(t) = cos[2f.t + but) FE+ ;] @)

where b, is+1 when a, and a,, have opposite signs and
by is —1 when g; and a, have the same sign and ¢, is O or
m correspondingto a; = 1or —1. Notethat b, (t) canalso
be written as -a,(t)ag(t).

From Fig. 5(e) and (4), we deduce the following
properties of MSK.

1) It has constant envelope.

2) Thereis phase continuity inthe RF carrier at the bit
transition instants. ‘

3) The signal is an FSK signal with signaling

frequencies f. = fc + 1/4Tandf = f. — 1/4T.Hence the
frequency deviation equals half the bit rate, ie,
Af=f.—f =1/2T.
This is the minimum frequency spacing which allows the
two FSK signals to be coherently orthogonal, in the
sense discussed in the section on FSK and PSK; hence
the name “minimum shift” keying. Since the frequency
spacing is only half as much as the conventional 1/T
spacing used in noncoherent detection of FSK signals,
MSK is also referred to as Fast FSK [3].!

4) The excess phase of the MSK signal, referenced to

the carrier phase, is given by the term

0(t) = bu(t) 55 = + 7%
in (4), which increases or decreases linearly during each
bit period of T seconds. A bit b, of + 1 corresponds to an

increase of the carrier phase by 90° and corresponds to

an FSK signal at the higher frequency f.. Similarly,
bx = —1implies a linear decrease of phase by 90° over T
s, corresponding to the lower frequency f-. (In order to

" make the phase continuous at bit transitions, the carrier A

frequency f,. should be chosen such that f. is an integral
multiple of 1/4T, one-fourth the bit rate.) The excess
phase 0(t) is shown in Fig. 5(f), with the corresponding
frequencies and values of b, shown below.

Thus MSK can be viewed either as an OQPSK signal
with sinusoidal pulse weighting or as a continuous phase
(CPFSK) signal with a frequency separation equal to
one-half the bit rate. ' '

PULSE SHAPING AND POWER SPECTRA

The power spectra of QPSK, OQPSK, and MSK
(shifted to baseband) can all be expressed by the
magnitude squared of P(f), the Fourier transform of the
symbol shaping function p(f). Thus, for QPSK and
OQPSK [see (1)]

IThere are several forms of MSK described in the literature;
however, all of them are spectrally equivalent to the version described
here. Most of them differ in details, such as bit-to-symbol precoding and
the use of differential encoding.
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1 .

_ — It| <T

p(t) = {‘/5 (5)
0 elsewhere.

and for MSK [see (3)]

p(t) = {cos (%) [t] <T.

0 elsewhere.

(6)

Thus the spectral density G(f) for QPSK and OQPSK
(normalized to have the same power) is given by

s _, (sianrfT)Z

(7

T 2nfT
and for MSK is given by
G(f) _ 16 cos271’tT2 (8)
T T2\ 1-16£2T2/ .

The spectra are sketched in Fig. 6.

The difference in the rates of falloff of these spectra
can be explained on the basis of the smoothness of the
pulse shape p(t). The smoother the pulse shape, the
faster is the drop of spectral tails to zero. Thus, MSK,
having a smoother pulse, has lower sidelobes than QPSK
and OQPSK. A measure of the compactness of a
modulation spectrum is the bandwidth B which contains
99 percent of the total power. For MSK, B = (1.2/T)
while for QPSK and OQPSK, B = (8/T) [13). This
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Fig. 6. Spectral density of QPSK, OPQSK, and MSK.
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indicates that in relatively wide-band satellite links
(where, for example, filtering is not used after the
nonlinearities), MSK may be spectrally more efficient
than QPSK or OQPSK. However, as can be seen from
Fig. 6, the MSK spectrum has a wider mainlobe than
QPSK and OQPSK. This suggests that in narrow-band
satellite links, MSK may not be the preferred method.
Computer simulations [15], which take into account all
relevant parts of typical wide-band and narrow-band
TDMA satellite links, tend to support the above
conclusions. Assuming the transmitter and satellite
amplifiers to be operating at power saturation, results
[15] show that MSK gives superior performance to
QPSK when ¢, the product of channel spacing and
symbol duration exceeds 1.8 and to OQPSK only when «
exceeds 2.3. OQPSK is shown to have superior
performance to QPSK except when « is less than 1.4.
However, it should be pointed out that in realistic system
applications [13], [15],.the difference in the required
(E,/N,) for the three schemes seems to be less than 1 dB
and the choice of modulation method depends on other,
less obvious, criteria.

MSK has some excellent special properties that make
it an attractive alternative when other channel
constraints require bandwidth efficiencies below 1.0
bit/s/Hz. For example, the continuous phase nature of
MSK makes it highly desirable for high-power
transmitters driving highly reactive loads [8)]. Since
intersymbol switching occurs when the instantaneous
amplitude of p(t) is zero, the finite rise and fall times and
data asymmetry inevitably present in practical situations
have a minimal effect on the MSK performance [16]. In
addition, as we shall see below, MSK has simple
demodulation and synchronization circuits.

MSK TRANSMITTER AND RECEIVER

A typical MSK modulator is shown in Fig. 7[6],[9],[16].
The multiplier produces two phase coherent signals at
frequencies f. and f-. The advantage of this method of
forming the binary FSK signals is that the signal
coherence and the deviation ratio are largely unaffected
by variations in the data rate [9]. The binary FSK signals,
after being separated by means of narrow bandpass
filters, are properly combined-to form the in-phase and
quadrature carrier components. These carriers are
multiplied with the odd and even bit streams a,(t) and
a, (1) [which are offset by T, as in Fig. 2(b)] to produce
the MSK modulated signal s(f) [as defined in (3)].

The block diagram of a typical MSK receiver is shown
in Fig. 8. The received signal (equal to s(t) of (3) in the
absence of noise and intersymbol interference) is
multiplied by the respective in-phase and quadrature
carriers x(t) and y(t) followed by integrate and .dump
circuits. The multiplier-integrator constitutes correlation
detection or matched filtering, an optimum coherent
receiver in the absence of intersymbaol interference. Note
the integration interval of 2T s. The demodulation works
as follows: if s(t} of (3) is multiplied by x(t) (= coszt/2T
cos2wf.t), the low frequency component of the result
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Fig. 7. MSK modulator: x(t) = cos(mt/2T)cos2rf.t; y(t) = sin(wt/2T)sin2xf, 1.
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Fig. 8. MSK receiver: x(t) = cos(m#/2T)cos2xf.t; y(t) = sin(m1/2T)sin2x4, 1.
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Fig. 9. Synchronization circuits for MSK: f, = £ + 1/4T;
f . —1/4T.

(the output of the integrator) equals a,(t)(1 + coswt/T)/4

and hence the polarity of the sampler output determines
the value of q,(t). The operation on the quadrature
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channel is similar and determines the values of the odd-
bits. .

The reference waveforms x(t) and y(t) and the clock
signal at % the bit rate needed at the samplers are
recovered from s(t) as shown in Fig. 9. Although the
MSK signal s(t) has no discrete components which can
be used for synchronization, it produces strong discrete
spectral components at 2f. and 2f- when passed through
a squarer. (The squarer, in effect, doubles the
modulation index and produces an FSK signal with
Af = 1/T, known as Sunde’s FSK [17]. Sunde’s FSK has
50 percent of its total power in line components at the
two transmitter frequencies.) These components are
extracted by bandpass filters (in practice, by phase-
locked: loops) and then frequency division circuits
produce the signals :

s\(t) = Yscos(@nf.t + 1) ©)
and
s,(t) = Yscos(@mf.t — 30, (10)

respectively. The sum and difference s, + s, ands, — s;
produce the reference carriers x(t) and y(¢t), respectively.”
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If s,(t) and s,(t) are multiplied and low-pass filtered, the
output is ¥ cos2mt/2T (a signal at 4 the bit rate) which s
the desired timing waveform. Thus the MSK format
lends itself to very easy self-synchronization.

The natural 180° ambiguity produced by the divide-by-
two circuits [i.e., whether the outputs are t s,(t), & s,(t)]
can be removed by differential encoding and other
techniques [14],[18]. (Differential encoding is a tech-
nigue in which changes or transitions in bit streams,
rather than the absolute values themselves, are encoded
as +1 and — 1. At the receiver, a differential decoder will
be employed to generate the original bit stream.)

1 (a) /[
!
|

» 2 .

| i |
—4 o . 71 cos 2mfst ;
sz () s, %
! i
® cos (2mfct + #t/2T) .
; 3 ;
. e \ H
solt) N i
\ b

N
} \ E
AN
0 7 cos (2nfgt — rt/2T)

L i e e« st = e

Fig. 10. Signal space diagrams for (a) BPSK (antipodal);
and (b) FSK (orthogonal).

ERROR RATE PERFORMANCE

In addition to its bandwidth efficiency and self-
synchronizing capabilities, the error rate performance of
MSK in anideal channel, as defined in the section on FSK
and PSK is also of interest. It is relevant at this point to
summarize the performance capabilities of related
binary and quadrature modulations. Binary PSK (BPSK)
with * cos2nf.t representing “1” and “—1,” is, as we
mentioned before, an example of antipodal signaling and
can be represented as shown in Fig. 10(a) with a
normalized distance of two between them. In QPSK, the
two carriers used (cos(2wf.t + 7/4) and sin(2nf t + w/
4)) are orthogonal and hence the two bit streams a,(t)
and a(t) can be demodulated independently. Hence for
the same (E,/N,), the error probabilities of coherently
detected BPSK and QPSK are the same. Since
staggering the bit streams does not change the
orthogonality of the carriers, OQPSK has the same
performance as BPSK and QPSK.

MSK (3) uses antipodal symbol shapes (+ cos%

and + siné—T,It—,) over 2T to modulate the two orthogonal

carriers just as was the casein QPSK. Also, the energy in
the two shapes p(t) in (5) and (6) are the same. Thus,
when matched filtering is used to recover the data (as
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was the case in Fig. 8), MSK has the same performance
as BPSK, QPSK, and OQPSK.

Note, however, that it is the detection of the MSK
signal on the basis of observation over 2T seconds that
results in this good performance. If MSK is coherently
detected as an FSK signal with bit decision made over an
observation interval of T seconds, MSK would be poorer
than BPSK by 3 dB. This is because the coherent perfor-
mance of equal energy binary signals in white Gaussian
noise depends only on the “distance” between the two
signals in the signal space——the larger the distance, the
less the probability of error. {This is intuitively appealing
since the larger the distance, the less the possibility of
mistaking one signal for the other.) As Fig. 10(b) shows,
MSK, viewed as an example of orthogonal FSK signaling,
has only a distance of \/2 between the two signals. This
decrease in the distance in FSK as compared to BPSK
translates into an (E,/N,) increase of 3 dB needed to
maintain the same error rate as in a BPSK scheme. This 3
dB disadvantage of FSK over BPSK vanishes in the case
of MSK, where bit decisions are made after observing the
waveform over two bit periods.

Even though T is the duration of one-bit and one
decision per transmitted bit is needed, better perfor-
mance may be obtained by observing the received
waveform over a longer period, thus giving us more
knowledge about the underlying signal and/or noise
process. In MSK, the phases are related over 2 bit
periods and hence by observing over 2T seconds and
using the continuous phase nature of MSK, we know
more about the signal. In fact, as is evident from the
OQPSK format of MSK (3), we know that over 2T sec-
onds, it is one of two antipodal signals which has been
transmitted and hence the equivalence in the perfor-
mance of MSK and BPSK.

Since MSK is a type of FSK, it can also be
noncoherently detected (e.g., by means of a discrimina-
tor) whereas QPSK systems require either a fully
coherent or differentially coherent detection scheme.
This possibility of noncoherent detection permits
inexpensive demodulation of MSK when the received
(E,/N,) is adequate and provides a low-cost flexibility
feature in some systems.

EXTENSIONS AND GENERALIZATIONS

MSK or continuous phase FSK (CPFSK) may be gen-
eralized to include other values of Af, the frequency
separation, and a longer bit memory before the decision
has to be made. For larger observation intervals such as
3T or 5T, a maximum improvement of 0.8 dB has been
reported for Af=0.715/T [18]-[20]. However, the
complexity of the circuits involved does not seem to
favor these schemes over the simple yet efficient MSK
modulation.

Similarly, while retaining the advantage of good bit
error rate performance, the spectral properties of
MSK can be improved by shaping the data pulses
further. Note that in MSK, the symbol pulse shape
p(t) is cos[wtg(t)/2T] where g(t) =1, 0 < t < T. Other
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choices of g(t) are possible with the spectral falloff rate
depending on the end-point behavior of the shape
chosen [21],[22]. For example, a function such as
g(t) = sin(2wt/T)/(2mt/T) (known as sinusoidal fre-
quency shift keying [23]) results in a much smoother p(t)
and produces an asymptotic spectral falloff that is twice
as fast as in MSK. Unfortunately, all these generaliza-
tions tend to produce a broader (main lobe) spectrum
than MSK thus worsening the performance at low
bandwidth/bit rate values. MSK has been extended to
multiple level pulses, known as multiple amplitude MSK
(MAMSK) [24]. Other recent works [25],[26] indicate
that application of an efficient baseband coding scheme
such as correlative coding [27] to MSK may be the an-
swer to further spectral economy and good performance.

SUMMARY

The MSK scheme was shown to be a special case of
continuous phase FSK signaling with frequency
deviation equal to ¥ the bit rate. MSK can also be viewed
as a form of offset QPSK signaling in which the symbol
pulse is a half-cycle sinusoid rather than the usual
rectangular form. It combines in one modulation format
many attractive attributes such as constant envelope,
compact spectrum, the error rate performance of BPSK,

and simple demodulation and synchronization circuits.

MSK is an excellent modulation technique for
digital links when bandwidth conservation and
the use of efficient amplitude-saturating
transmitters are important requirements.

These features make MSK an excellent modulation
technique for digital links in which bandwidth conserva-
tion and the use of efficient transmitters with nonlinear
(amplitude saturated) devices are important design
criteria.
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