**实验背景**

本次实验的目的为对现有的传统机器学习方法与深度学习方法在文本分类领域进行测试，并观察两者之间在文本分类任务上的表现差异。除外，本次实验也会针对模型在不同参数下的表现，尝试总结出参数对模型表现的影响规律。

**数据集介绍**

本次实验所使用的数据集为IMDB数据集。IMDB 数据集是一个经典的自然语言处理数据集，广泛应用于情感分析研究领域。该数据集来源于互联网电影数据库（IMDB），包含了从中提取的电影评论，主要用于分析评论者的情感倾向。其应用场景覆盖文本分类、情感分析以及自然语言处理模型的性能评估等任务。

数据集中总共包含50,000条影评，这些评论被平均分为训练集和测试集，每部分各有25,000条。评论被标注为两类情感标签，即正面情感（positive）和负面情感（negative）。数据集的设计确保了类别平衡性，正负评论数量各占50%，为分类模型的训练和测试提供了稳定的样本分布。

除此之外，IMDB数据集也有个显著的特点，那便是其评论文本的长度长短不一。因此对模型的训练存在一定挑战。而本次实验便是以影评为训练文本，并预测其情感标签。而由于数据量巨大可能会导致训练耗时，因此本文仅采用5000条数据作为训练集，1000条数据作为测试集。

**机器学习算法介绍**

**Naive Bayes（朴素贝叶斯）**

朴素贝叶斯是一种基于贝叶斯定理的简单而强大的概率分类算法，广泛用于文本分类、垃圾邮件检测等任务。它假设特征之间是条件独立的，这种“朴素”的独立性假设使得算法在实际应用中计算高效且鲁棒。尽管独立性假设不总是成立，朴素贝叶斯在高维数据上表现良好，尤其是文本分类任务中，其简单性和较低的计算成本使其成为许多应用中的首选。

**Linear SVM（支持向量机）**

支持向量机是一种线性分类算法，旨在通过寻找超平面将数据集的不同类别最大程度地分开。它以最大化分类边界（即支持向量到超平面的最小距离）为目标，从而提高模型对新样本的泛化能力。支持向量机对于线性可分的数据非常有效，且通过核函数扩展，可以处理非线性数据。

**Linear Regression（线性回归）**

线性回归是一种回归分析技术，用于建模因变量（目标变量）和一个或多个自变量（特征）之间的线性关系。它的基本形式假设目标变量是所有输入变量的加权线性组合，并通过最小化误差平方和（OLS）来拟合模型。在简单线性回归中，只有一个自变量；在多元线性回归中，可以处理多个输入变量。线性回归的优点在于模型简单且易于解释，适用于对数据中变量关系的研究。尽管在面对非线性数据时表现有限，但它作为一种基线模型，仍在经济学、统计学和机器学习任务中广泛使用。

**Random Forest（随机森林)**

随机森林是一种集成学习算法，通过构建多个决策树并利用多数投票（分类任务）或平均值（回归任务）来做出最终预测。其核心思想是通过引入随机性（如随机选择特征和数据子集）来构建多样化的决策树，降低单棵树过拟合的风险。随机森林具有较高的准确性和鲁棒性，能够处理大规模数据和高维特征，且对缺失值和非线性数据有良好的处理能力。

**深度学习算法介绍**

本次实验所采用的深度学习模型为Facebook（现为Meta）AI团队在2019年基于BERT模型优化后提出的一种改进版本---- RoBERTa，全称为Robustly Optimized BERT Approach。RoBERTa 的设计目标是通过对预训练过程的调整和优化，进一步提升模型在自然语言理解任务中的性能。

相比于 BERT，RoBERTa 在预训练过程中使用了更大规模的训练数据，总计约 160GB，是 BERT 数据量的十倍。训练数据来源包括 BookCorpus、English Wikipedia、CommonCrawl News、OpenWebText 和 Stories，这些语料库为模型提供了多样且丰富的语言上下文。在训练策略上，RoBERTa 移除了 BERT 中的下一句预测（NSP）任务，专注于掩码语言模型（Masked Language Model, MLM）的训练。研究表明，NSP 任务对模型性能的提升并无显著作用，而通过移除 NSP，可以更专注于语言模型核心能力的提升。

在文本表示方法上，RoBERTa 采用了字节级的 Byte-Pair Encoding (BPE) 分词方法。相比于传统的分词方法，这种方法能更有效地处理未登录词和罕见词，提高了词汇的覆盖率。通过这一改进，RoBERTa 在处理复杂语言模式时具有更强的表现力。

**实验方法**

数据预处理

本次实验通过tensorflow的接口加载数据集后，由于低频单词往往对文本分类贡献较小，且还会增加模型的复杂度，于是将词汇表的大小限制为10000，同时也减少分词数据的稀疏性。

由于传统机器学习模型与深度学习模型在数据输入的需求上有所差异，因此需要针对数据进行差异化的数据预处理。本次实验将加载后的影评数据以整数序列表示，其中每个整数代表一个词汇在索引表中的位置。这种数值化的处理方式是为了适应机器学习和深度学习模型的输入需求。传统的机器学习方法通常要求数据以特征向量的形式输入，而深度学习模型则擅长处理数值化的序列输入。因此，这种数值编码既简化了文本处理的复杂度，又为模型提供了统一的格式。

**实验结果**

**总结**