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total. We decided to limit ourselves to one dump only due to computational and

storage limitations. One with enough computing resources may easily reproduce

our pipeline and create a corpus up to 84 times larger.

6

Conclusions

Large corpora of documents are crucial for 2D language model pretraining. Re-

cent approaches to their creation have had limitations in terms of diversity and

multilinguality. Diversity of the dataset is a crucial property, as data used in the

training phase impact the biases of the model. Efficient design of a pipeline for

creating such a corpus has not been studied before. In this work we addressed

those limitations by designing a process of downloading diversified samples of

PDFs and their efficient processing. To obtain documents we used Common

Crawl, which is a popular source of data for language model pretraining, but

has rarely been used in the context of 2D language models. The PDF files used

for this project were balanced across languages and domains, which guarantees

diversity with respect to layouts and topics. To make the processing pipeline

efficient in terms of computing time and data quality, we tested different strate-

gies of OCR processing, i.e. usage of the embedded textual layer for documents

not requiring OCR, and predefining the OCR language. The language detection

step was also carefully analyzed.

The result of this work is an index of PDF files with their URL addresses and

metadata, and the script for downloading it is available at our repository27 . The

supplied data were analyzed in terms of not only document length and layout,

but also metadata connected to the PDF format (i.e., the PDF version and the

creator tool), which can help understand better the dataset itself, but also give

an insight into the content of the Internet.
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