贾宇豪

接下来几天

1. 主要是弄懂卷积神经网络的结构，包括卷积层，卷积运算，非线性激活，Relu，池化层，全链接层的概念和作用，还有一些关于卷积神经网络的专有名词的概念，看一些关于卷积神经网络的一些背景知识。
2. 继续学习吴恩达老师的机器学习的视频
3. 如果还有时间的话，学习Alexnet模型的结构，基本原理