# 基于影像和检验数据的联合智能新型冠状病毒诊断

**Abstrat**

自2019年11月武汉发现第一个新型冠状病毒肺炎病例来，中国乃至全球经过一系列的传播已有超10万的被传染者。新型冠状病毒既给病患带来极大的痛苦乃至死亡，也对正常社会秩序和发展造成极大的破坏。在前线医护以大勇气对病患实施救治的同时，本团队基于科研工具的支持研发了一种针对新型冠状病毒的人工智能诊断方法。此方法结合了患者的影像表现数据和检验数据，影像数据使用卷积神经网络对其进行分类，检验数据则使用XGBoost进行分类。两种方法最后再进行结合，得到非常好的结果。

**Introduction**

新型冠状病毒肺炎是人类历史中第一个引起全球性的传染性疾病，其病毒具有传播能力强，隐蔽性强等特点[17]。病毒在人类的呼吸系统中生存，造成了肺部炎症感染[18]，甚至攻击人的脑部和肾脏[16][21]。期间肺部感染的CT呈双肺感染有毛玻璃症状[18]，在血常规、肌酶、凝血功能、炎性指标等人体功能上也呈现异常情况[16]。基于这两种明显的数据差异，一些特殊的机器学习和人工智能方法能够通过学习得到模型来判断新型冠状病毒病人和正常非新型冠状病毒病人。

根据权威调查显示，新型冠状病毒除了攻击肺部，还会对肌肉、心脏、血管、肝胆、肾脏甚至对脑组织进行攻击，因此实验室检查中患病患者会有多达14种人体功能出现变化[16]。它们具体表现为：发病早期外周血白细胞总数正常或减少，可见淋巴细胞计数减少；肌肉相关酶，即肝酶、乳酸脱氢酶、肌酶和肌红蛋白会增高，部分危重者可见肌钙蛋白增高；多数患者c反应蛋白(CRP)和血沉升高，降钙素原正常；严重者D-二聚体升高、外周血淋吧细胞进行性减少。然而普通肺炎降钙素原一般升高，且肌肉相关酶也表现不明显，D-二聚体和外周血淋吧细胞同样也表现不明显。因此基于新型冠状病毒的特殊实验室检查结果，通过一些机器学习的分类方法能很明显的将新型冠状病毒的病人筛选出来。

机器学习方法如SVM[6]、随机森林[2]、决策树[1]、卷积神经网络[4]、循环神经网络[7]等在当前社会应用广泛。它们在互联网产业中推动了很多成功产品，也在医疗行业开始显示它们的惊人本领，有U-NET[8]等卷积神经网络帮助影像医生看CT、MRI图像，有SVM，决策树等帮助基因测序和分类[9][10][11]，有LSTM等循环神经网络帮助医疗诊断[12]，有GCN[5]等图神经网络和GAN网络[14]帮助寻找化合物[13][15]等等。这些机器学习方法大力助推当前医学的发展。

本团队是基于医院的团队，所在市共有672名新型冠状病毒肺炎患者，有重症患者xx名。本医院为新型冠状病毒肺炎收治定点医院之一，共收治了xx名患者，其中重症有xx名。基于本团队能够拿到的实验室数据不是很多，本团队采用今年来在小数据大数据上都表现很好的工具XGBoost分类器[3]来构建新型冠状病毒肺炎的分类模型。XGBoost是一个基于决策树CART（或者说GBDT）的Gradient Boosting方法。XGboost方法这种使用boosting的方法能提高模型的准确率，同时XGBoost的线形器能够使用L1和L2正则化来防治模型过拟合，而且XGBoost能很好的处理稀疏数据。这些特点非常适合本团队的数据规模。因此本团队使用XGBoost工具来拟合我们最后的分类模型。

我们将依数据介绍，XGboost方法使用，实验结果，软件生成这4个部分来介绍我们的方法。

**Method**

**数据介绍**

新型冠状病毒引起的病毒型感染肺炎主要表征在人体的肺部大面积炎症感染[18]，但是也会攻击脾脏、心脏血管、肝胆、肾脏乃至脑组织和胃[16]。新型冠状病毒对人体多器官的攻击造成人类的多个实验室指标发生变化，根据中国广大医务工作者的总结，很多指标会明显发生变化。它们具体是：

表格 1 新冠病毒患者实验室检查信息表

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 一般或多数患者表现 | | | | | | | | |
| 外周血白细胞总数 | 可见淋巴细胞计数 | 肝酶 | 乳酸脱氢酶 | 肌酶 | 肌红蛋白 | C反应蛋白（CRP） | 血沉 |
| 减少 | 减少 | 增高 | 增高 | 增高 | 增高 | 升高 | 升高 |
| 严重危重部分表现 | | | | 特殊情况 |  | | |
| 肌钙蛋白 | D-二聚体 | 外周血淋巴细胞 | 炎症因子 | 降钙素原 |
| 增高 | 升高 | 进行型减少 | 升高 | 正常 |

上表中，和免疫功能有关的外周血白细胞总数，淋巴细胞计数减少。和炎症有关的c反应蛋白和血沉升高。肝酶即丙氨酸氨基转移酶和天冬氨基酸转移酶增高，这些酶和肝脏系统有关。乳酸脱氢酶、肌酶和肌红蛋白这些和肌肉包括心肌相关的指标也升高。严重者一些其他相关指标也表现异常，肌钙蛋白和心肌有关，D-二聚体和纤维蛋白溶解有关，外周血淋巴细胞即T细胞和B细胞和免疫功能有关，炎症细胞因子升高。期间特殊的是降钙素原相比普通肺炎反而保持正常。

该病毒攻击范围广，和普通肺炎表现区别在基本都会攻击肌肉，炎症反应大也广，所以在实验室检查指标上有其非常特殊的地方。我们完全可以利用这些显著特点做出一个区别新型冠状病毒肺炎和非新型冠状病毒肺炎的正常人或者其他病人的两类分类器，即新型冠状病毒肺炎作为我们的正例，非新型冠状病毒肺炎的正常或其他感冒类或者普通肺炎病人都统作为负类。而我们选取新型冠状病毒肺炎的上述实验室检查指标为特征，因为男女年龄的差异性，性别年龄这里也作为特征。

本团队统计了院内自1月22日钟南山院士认定人传人以来来本院发热门诊检查的所有病人或者正常人的检查数据。共有xx名发热病人，其中是新型冠状病毒肺炎患者有xx名，其他病患或者正常人为了类别平衡随机选取了xx名。其中因为必要和不必要的原因，有占了xx%的病人都做了上述的共13种检查或者其中的多种。数据还是具有一点的稀疏性，数量少的特点。下表是具体的检测数目表（？？？？）

**方法描述**

根据特征的数据特点：数据规模不大且具有一定的稀疏性，本团队决定使用一种现在被广泛使用的分类工具XGBoost来作为分类器。XGBoost是一个基于决策树的Boosting方法。特别的是，XGboost的基本部分是决策树CART或者说回归树，然后使用Boosting方法来组合多颗CART树来提升准确度。它的基本过程为先基本确定前面的树，然后通过结果残差不断提升后续的树，这是一个不断Boosting（提升）的过程。每棵树的构造又是一个回归树，通过拟合残差来构造回归树。

根据上述过程，整个过程的损失函数为下列公式：

(1)

公式（1）中的为惩罚项，可以使用L1，L2正则。正则化可以防止过拟合。而且在每棵树的构造过程中还会使用学习率和列采样。学习率即权重更新快慢，防止变化过快。列采样即每棵树构造都会随机选取一定数目的特征来构造。这三个方式都会有效防止过拟合[3]。

XGBoost针对缺失值使用Sparsity-aware Split Finding方法，即在缺失数值那里分裂时会给一个默认的方向让它继续分裂下去生成树。树的节点的默认左右两个方向会通过学习得到[3]。这个学习过程等于说根据数据情况处理了默认值，所以也是合理利用了数据集，有利于整个模型。

因此，XGBoost的多项防止过拟合以及处理缺失值的方式非常有利于本团队的数据集。

**Experiment**

通过数据库的查询，本团队所在医院共检查了20个项目，包括年龄和性别。它们分别是白细胞数、淋巴细胞绝对值、淋巴细胞百分比、丙氨基酸基转移酶、天冬氨基酸基转移酶、乳酸脱氢酶、肌酸肌酶、肌红蛋白、心肌钙蛋白、高敏C反应蛋白、血沉、降钙素原、D-二聚体、T细胞和B细胞、年龄和性别。共检查了xx名病人，每项检查数目为下表（或者列出来？）

通过数据特征，XGBoost的参数拟使用树的个数，学习率，列采样，树深度，L1正则化和L2正则化。因为前面数据分析了差异性，所以有些特征可能有决定性作用，因此本团队会使用特征选择加强结果。在实验中，本团队为了防止过拟合还会对数据进行归一化处理，。。。。

实验结果balabala。。。

**Conclusion**

新型冠状病毒肆虐全球，疫情紧迫，攻克认识它是医生的职责，也是每一个科研者应该要做的。本团队基于本地医院的数据使用XGBoost对新型冠状病毒的实验室检查做了个二类分类器，结果为XX，表现优异。实验结果中发现，xx和xx以及xx对分类影响较大，说明新型冠状病毒区别在普通肺炎或者感冒以及正常人上对xx器官的确攻击较大。
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