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**Automata(automaton) are a relatively self-operating machine, or a machine or control mechanism designed to automatically follow a predetermined sequence of operations or respond to predetermined instructions. Nowadays, Artificial intelligence and Machine learning are the most popular Research subject in 21C. In these perspective, Recurrent Neural Networks(RNNs) are central to deep learning, and natural language processing in particular. RNNs are a class of neural networks used to process sequences of arbitrary lengths. However, while they have been shown to reasonably approximate a variety of languages, what they eventually learn is unclear. In these papers, the authors analyzed deterministic finite automaton (DFA) in RNNs and how RNNs trained to recognize regular formal languages represent knowledge in their hidden state by using automata theory. I will review these two papers by using automata theory that learned in class**

1. **Contented**

**1. Paper 1 Extracting Automata from Recurrent Neural Networks Using Queries and Counterexamples.**

**: RNNs는 언어의 변화에 대해 합리적이게 대략적으로 보여준다. 즉 그들이 학습하는 것은 명확하지 않습니다. 이러한 명확하지 않은 것에 대해 확실한 규칙을 뽑아내기 위한 시도가 있었습니다. 이러한 시도에서 유한한 알파벳 Σ으로 훈련된 주어진 RNN-acceptor R에서 저자들은 R과 굉장히 비슷한 연속적인 방법을 특정하는 DFA A를 추출하려고 합니다. 저자는 특징을 나타내는 DFA를 추출하기 위해 훈련된 RNN을 L\* algorithm을 위한 teacher로 임명합니다. 여기서 L\* Algorithm은 어떠한 정규 언어 L을 위해 최소한으로 적당한 teacher로부터 온 DFA를 학습하기 위한 exact learning algorithm입니다. 이를 통해 저자들은 RNN에서 exact learning을 통한 DFA를 추출하는 새로운 기법을 제시합니다. 이 방법은 네트워크의 내부 구성에 대한 가정을 하지 않기에 RNN architecture 어디에든 쉽게 적용할 수 가 있습니다. 여기서 저자들이 지금 산업의 근간이 될 수도 있는 Deep learning에서 중요한 RNN에 대한 새로운 시각을 오토마타를 통해 전달 하였습니다. 기존 RNN은 대략적으로 보여주었던 것을 이제 DFA를 추출해 이 DFA에서 주어진 alphabet과 transition 그리고 state들을 통해 regular language를 확실히 알 수 있다는 뜻입니다. 여기서 DFA는 비록 추상적인 수학적 개념이지만 이는 자주 H/W와 S/W에서 다양한 특정 문제를 풀기 위해 구현이 됩니다. 이를 봤을 때 앞으로 Deep Learning 에서 모호성을 줄이는 것에 도움이 되지 않을까 생각합니다.**

**2. Representing Formal Languages : A Comparison Between Finite Automata and Recurrent Neural Networks.**

**: 저자는 이 논문에서 본 논문에서는 훈련 된 RNN이 문법 구조를 어떻게 표현하는지 이해하는 새로운 방법을 제안합니다. 이를 동일한 언어 인식 과제를 해결하는 유한 오토마타와 비교합니다. 공식 언어를 인식하도록 훈련 된 RNN의 내부 지식 표현을 전통적으로 동일한 공식 언어를 정의하는 데 사용되는 오토마타 이론 모델의 상태에 쉽게 매핑 할 수 있을까에 대해 실험을 함으로써 보이려고 합니다. 저자는 paper에서 RNN은 주어진 공식 언어에서 무작위로 생성된 문자열의 긍정적 및 부정적 예의 데이터 세트에 대해 훈련합니다. 훈련 된 RNN의 숨겨진 상태를 표준 FA의 상태로 매핑하는 동 형사상. 동일한 언어를 받아들이는 FA가 무한히 많기 때문에, 저자는 여기서 동일한 언어를 인식하는 가장 최소한의 state인 MDFA에 초점을 맞췄습니다. 저자는 본문을 통해 RNN이 정규 형식 언어가 숨겨진 상태에서 지식을 나타내는 것을 인식하도록 훈련 된 방법을 연구했습니다. 특히, 내부 표현을 언어를 정확하게 인식하는 표준 최소 DFA로 해독 할 수 있는지 여부를 물었고 ground truth라고 보일 수 있습니다. 저자는 선형 함수가 그러한 디코딩을 수행하는 데 현저히 좋은 일을 한다는 것을 보였습니다. 이것을 통해 저자는 이 논문이 Neural Network가 정규 논리 개념을 배울 때의 근간의 단계라고 생각합니다. 저자는 이 논문을 위해 RNN이 정규 언어를 학습할 때의 내부 방법을 오토마타의 DFA와 비교하는 것을 볼 수 있습니다. 이것은 눈에 잘 보이지 않는 RNN의 인식을 우리가 수학적으로 정의하고 또 알 수 있는 DFA를 이용해 RNN을 분석하려 한 것을 알 수 있습니다. 이에 대해 오토마타는 주어진 alphabet과 그에 대한 transition에 대해 결과를 우리가 사고 할 수 있는 방식으로 나타내는 학문을 알았고 컴퓨터 과학에서 애매하고 가시적이지 않은 부분에서 오토마타를 이용한다면 효과를 얻을 수 있다는 것을 배울 수 있었습니다.**
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