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# Introduction

Musical genre classification is a complex, but important problem in the domain of MIR (music information retrieval), being crucial for several other tasks like music recommendations, audio catalogs, playlist generation etc.

The current paper proposes to compare popular machine learning algorithms for solving the mentioned task, namely the SVM, Random Forrest and CNN algorithms, all which will be used on the GTZAN dataset, which is possibly the most used free online dataset for musical genre classification. This paper aims to provide a comprehensive comparison of SVM, RF, and CNN models for the task of musical genre classification using the well-known GTZAN dataset. We employ both traditional machine learning techniques and modern deep learning approaches to evaluate their performance in terms of classification accuracy, training time, and computational efficiency. The study involves several key steps, which are:

* Feature Extraction: A rich set of features is extracted from the audio files, including Mel-frequency cepstral coefficients (MFCCs), chroma features, spectral contrast etc. These features are then used to train SVM and RF classifiers
* Deep Learning Approach: For the CNN model, the spectrograms are used as input to capture the temporal and spectral characteristics of the audio signals
* Model Training and Evaluation: Each model is trained on the GTZAN dataset, and their performance is evaluated using metrics such as accuracy, precision, recall, and F1-score. Additionally, an analysis of misclassifications is performed

By comparing these methodologies, the advantages and trade-offs associated with each model are aimed. This comparison could even provide valuable insight for future works.

# State-of-the-art

As being a crucial part of other more complex music related tasks like music generation, there are already well-based studies on genre classification, some of them are presented below.

## Music genre classification with ResNet

When talking about complex classification problems which require a robust CNN architecture, a starting point can be the use of pretrained ResNet models which can be deployed and fine-tuned for the current task []. In [] the authors managed to combine ResNet with BiGRU (Bi-gated recurrent unit), obtaining a final accuracy of 90%, which situates it as one of the best performances for genre classification.

## Comparison of music genre classifiers

Another paper treats the topic in a similar manner to the current one: comparing SVM, RF and CNN []. In this paper, a multi-model CNN is used based on spectrograms of the GTZAN dataset, obtaining a result for accuracy of 87%, 90% and 88% for CNN, SVM and RF.

## Comparison of music genre classifiers

The paper [] is treating the topic of music genre classification once again in an investigation manner, presenting a 3-layern CNN model, a SVM using an RBF (radial basis function) as kernel and the classic KNN (K-Nearest Neighbors) algorithms. The results show a significant difference in the preparation of the data, e.g. for the CNN the final accuracy was 82% if the data was preprocessed, and 53% otherwise.

# Theoretical foundations

## Introduction to Musical Genres

Musical genres play a pivotal role in the classification and organization of music. Each genre encapsulates distinct musical characteristics, including specific rhythmic patterns, harmonic structures, melodic contours, and instrumentation. These genres are crucial for various applications, including music recommendation systems, automated playlist generation, and enhancing user experience in digital music platforms. Understanding and correctly identifying musical genres enable efficient navigation and enjoyment of vast music libraries.

## Data Preprocessing and Feature Extraction

The preprocessing of audio data is essential to convert raw audio signals into a suitable format for machine learning models. Raw audio is typically high-dimensional and contains noise, which can degrade the performance of classifiers. Preprocessing steps such as normalization, silence removal, and noise reduction improve the signal-to-noise ratio, making the data more tractable.

* Feature extraction transforms raw audio data into a set of numerical features that capture the essential characteristics of the audio signal. Some of the key features include:
* Mel-frequency Cepstral Coefficients (MFCCs): MFCCs are derived from the Fourier transform of the audio signal and represent the short-term power spectrum. They are particularly effective in capturing the timbral texture of the audio.
* Chroma Features: Chroma features represent the 12 different pitch classes of the musical octave, capturing harmonic and tonal content.
* Spectral Features: These include the spectral centroid (the center of mass of the spectrum), spectral bandwidth (the width of the spectrum), spectral roll-off (the frequency below which a certain percentage of the total spectral energy lies), and spectral flatness (a measure of how noise-like a signal is).
* Temporal Features: Temporal features such as the zero-crossing rate (the rate at which the signal changes sign) and root mean square (RMS) energy (a measure of the signal’s power) describe the signal's temporal dynamics.

## Convolutional Neural Networks (CNNs)

Convolutional Neural Networks (CNNs) are a type of deep learning model particularly well-suited for grid-like data, such as images and spectrograms. CNNs consist of several layers, including convolutional layers that apply filters to the input data, pooling layers that reduce dimensionality, and fully connected layers that perform classification.

CNNs are advantageous for musical genre classification because they can automatically learn complex feature representations from spectrograms, which are visual representations of the spectrum of frequencies in a sound signal as they vary with time. The ability to learn hierarchical features enables CNNs to capture both low-level features (such as edges and textures) and high-level features (such as shapes and objects) from the input data.

## Support Vector Machines (SVMs)

Support Vector Machines (SVMs) are supervised learning models used for classification and regression tasks. SVMs work by finding the optimal hyperplane that separates data points of different classes with the maximum margin. The kernel trick allows SVMs to operate in a high-dimensional space by implicitly mapping the input features into higher-dimensional feature spaces, enabling the separation of data that is not linearly separable in the original feature space.

SVMs are effective in high-dimensional spaces and are robust to overfitting, especially when the number of features exceeds the number of samples. This makes them suitable for audio classification tasks, where the feature space can be large and complex.

## Random Forests (RFs)

Random Forests (RFs) are an ensemble learning method that combines the predictions of multiple decision trees to improve classification performance. Each decision tree is trained on a bootstrap sample of the training data, and the final prediction is obtained by aggregating the predictions of all individual trees (e.g., by majority voting).

RFs are advantageous for musical genre classification because they provide insights into feature importance, are robust to noisy data and outliers, and can model complex interactions between features. The ensemble approach reduces the risk of overfitting and enhances the model's generalization ability.
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