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立法院議案關係文書

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 院總第20號 | 委員 | 提案第 | 11013471 | 號 |  |  |

案由：本院委員謝衣鳯、羅廷瑋等17人，為因應大數據、雲端、物聯網及5G導入人工智慧時代的來臨，尋找國家經濟成長的新動能，以帶動台灣社會與經濟的轉型，並同時實現保障台灣民眾之數位人權，督促政府肩負起引領人工智慧產業發展及制定人工智慧發展倫理規範，爰擬具「人工智慧基本法草案」。是否有當？敬請公決。

提案人：謝衣鳯　　羅廷瑋

連署人：楊瓊瓔　　陳超明　　李彥秀　　林德福　　黃健豪　　林思銘　　鄭正鈐　　廖先翔　　賴士葆　　謝龍介　　陳雪生　　洪孟楷　　林沛祥　　邱若華　　柯志恩

|  |  |
| --- | --- |
| 人工智慧基本法草案 | |
| 條文 | 說明 |
| 第一條　（立法目的）  為促進人工智慧技術之創新發展，保障人類尊嚴、自由與基本權利，防範技術濫用風險，並實現科技與社會永續共榮，特制定本法。 | 制定本法之目的。 |
| 第二條　（名詞定義）  本法所稱人工智慧，指接收人類或機器資料輸入，以下列各款全部或部分方式，實現預測、建議、決策或其他特定目的之軟體、硬體及其他相關之系統：  一、使用監督式學習、非監督式學習、強化學習或其他利用資料建立模型之機器學習方式。  二、使用各種知識表示方式建立之資料庫或雲端系統，以推理引擎進行歸納、演繹、反證或其他模仿人類邏輯推理能力之方式。  三、使用統計、搜尋、剖析、優化或其他方式，建立決策或推理模型之技術。  四、使用前三款以外之模仿人類思考及反應模式，進行感知、規劃、推理、學習、溝通、修正或其他之方式。  高風險人工智慧：指應用於關鍵基礎設施、司法、醫療、金融、國防、公共安全等領域，可能對個人或社會造成重大影響之人工智慧系統。 | 明定人工智慧之概念與定義。 |
| 第三條　（人工智慧開發原則）  任何適用本法之人工智慧項目於技術開發過程中，開發者應在技術許可範圍內遵循以下原則：  一、以人為本：尊重人性尊嚴及個人自主，不得侵害人權與自由。  二、保護隱私與秘密：尊重人民隱私及秘密。  三、安全可控：確保系統穩定性，防止對人類惡意攻擊與失控風險。  四、公平非歧視：禁止基於種族、性別、宗教等特徵之演算法偏見。  五、透明可問責：發展人工智慧之決策過程應具可解釋性，責任歸屬明確。  六、永續發展：降低能源消耗與環境衝擊，促進社會永續發展。 | 明定人工智慧開發原則。 |
| 第四條　（人工智慧發展之倫理及限制）  開發或部署高風險人工智慧系統前，應進行倫理影響評估，並向主管機關提交報告。  涉及個人生物特徵、情感識別等敏感技術，須取得當事人明示同意。  禁止開發或使用以下人工智慧技術：  一、全自主殺傷性武器系統。  二、深度偽造技術用於詐騙、誹謗或操縱選舉。  三、社會信用評分系統等大規模歧視性監控。 | 明定人工智慧發展之倫理及限制。 |
| 第五條　（人工智慧發展綱領）  政府應將人工智慧發展列為優先推動政策，並落實以下發展綱領：  一、推動智慧化國家及促進智慧化產業發展。  二、政府應深化人工智慧產學合作生態系，在國家財政能力之範圍內，持續充實人工智慧研發與投資所需經費。  三、政府應持續強化人工智慧雲端運算、儲存、高速網路傳輸、大數據分析與人工智慧軟體之整合環境，使科研創新與產業發展得取得高質量和可追溯的數據。  四、政府應培養科學、技術、工程和數學重點學科之人才，及從事人工智慧研究與應用之人員。  五、政府應以跨部會、跨領域、跨國際的方式，推動人工智慧創新研究中心，並以我國具優勢的人工智慧領域為主題，包含但不限於智慧製造、智慧服務及生技醫療。  六、為避免我國人工智慧發展成果遭受惡意資訊攻擊，政府應訂定適當資安標準，確保供政府和國人使用的人工智慧系統、軟體、硬體，或演算法等之安全性。  中央目的事業主管機關應訂定人工智慧產業發展施政計畫，報行政院核定，並定期檢討下列事項：  一、人工智慧訓練數據之蒐集、處理及利用，應遵守個人資料保護法及匿名化原則。  二、公共數據資源應在保障個人隱私及增進公共利益前提下，開放共享，促進技術普及。  本法公布施行後一年內，行政院應依據第一項提出人工智慧產業推動施政方針。 | 明定人工智慧發展綱領。 |
| 第六條　（主管機關）  本法之主管機關：在中央為國家科學及技術委員會；在直轄市為直轄市政府；在縣（市）為縣（市）政府。  本法所定事項，涉及各目的事業主管機關職掌者，由各該目的事業主管機關辦理。 | 明定人工智慧發展法之中央主管機關為國家科學及技術委員會，並負責跨部會人工智慧計畫之協調與整合。 |
| 第七條　（特別委員會）  促進人工智慧發展涉及跨部會事項者，由國家科學及技術委員會組成人工智慧特別委員會，專司跨部會基礎人工智慧的研發、人工智慧的數據資料整合、人工智慧技術應用部署之諮詢與研究等相關工作，並定期檢討並公布辦理成效。 | 明定促進人工智慧發展涉及跨部會事項者，由國家科學及技術委員會組成人工智慧特別委員會，專司跨部會議題之規劃、協調與執行。 |
| 第八條　（補助、獎勵及輔導）  各中央目的事業主管機關得以補助、獎勵或輔導方式，推動下列事項：  一、促進人工智慧產業創新或研究發展。  二、提供人工智慧產業技術移轉輔導。  三、鼓勵企業設置人工智慧創新或研究發展中心。  四、協助設立人工智慧創新或研究發展機構。  五、促進產業、學術及研究機構之合作。  六、鼓勵企業對學校人才培育之投入。  七、充裕人工智慧產業人才資源。  八、協助地方人工智慧產業發展。  九、鼓勵企業運用巨量資料、政府開放資料，以研發創新商業應用或服務模式。  十、其他促進產業創新或研究發展之事項。  前項補助、獎勵或輔導之對象、資格條件、審核基準、申請程序、核定機關及其他相關事項之辦法，由各中央目的事業主管機關定之。 | 明定人工智慧發展之補助、獎勵及輔導。 |
| 第九條　（個人資料保護法規調整及利用規範）  為發展人工智慧而涉及個人資料之蒐集、處理、利用，中央或中央目的事業主管機關應於一年內進行國內法規調適，在保護個人隱私及增進公共利益的原則下，開放個人資料用於人工智慧之研發與運用。  為推動人工智慧的研發和人工智慧技術的產業應用，主管機關對於第一項特定目的，就公務機關（構）所蒐集之人民個人數據資料或非個人數據資料，應訂定明確的授權使用辦法，並於該辦法中明訂相關申請使用流程、確保使用目的查驗、資料保護方案，以及匿名或去識別化標準。  前二項事項之辦理及相關法規命令制定，應會同個人資料保護主管機關。 | 明定發展人工智慧涉及個人資料保護，應調適相關法規及使用規範。 |
| 第十條　（特別審核機制）  人工智慧發展計畫涉及大規模處理高敏感性個人資料、弱勢族群之資料，且有違反倫理規範之疑慮，影響第三人權益時，應由人工智慧特別委員會進行審核。 | 明定人工智慧發展計畫涉及大規模處理高敏感性個人資料、弱勢族群之資料，應由人工智慧特別委員會進行審核。 |
| 第十一條　（公私協力推動人工智慧創新運用）  政府宜以公私協力方式，與民間合作，推動人工智慧之創新應用。 | 明定政府宜以公私協力推動人工智慧創新運用。 |
| 第十二條　（公私協力推動人工智慧創新運用）  政府應致力推動人工智慧相關之國際合作，促進人才、技術及設施之國際交流與利用，並參與國際共同開發與研究。 | 明定政府應致力推動人工智慧相關之國際合作。 |
| 第十三條　（人工智慧教育之推廣）  為加強人民對人工智慧知識之認識，政府應在各級學校、產業、社會及公務機關（構）推動人工智慧教育，以提升人民之人工智慧素養。 | 明定政府應推廣人工智慧教育。 |
| 第十四條　（沙盒計畫）  政府應規劃、研擬得實施人工智慧計畫之創新實驗，並提供相關協助，且於實驗階段內豁免與該計畫相關之法規限制。  第一項之創新實驗範圍涉及主管機關或其他機關（構）訂定之法規命令或行政規則者，主管機關基於創新實驗進行之必要，得於會商其他相關機關（構）同意後，核准創新實驗於實驗期間排除該等法規命令或行政規則全部或一部之適用，並免除申請人相關行政責任。但洗錢防制法、資恐防制法及相關法規命令或行政規則不得排除。  申請人於實驗期間發現適度修法之事項，得由主管機關會同其他相關機關（構）適時評估修法之必要性。 | 明定政府應仿照沙盒（Sandbox）精神，提供場域及必要協助，開放人工智慧於實驗階段中豁免人工智慧計畫遭遇之法規限制，並隨時評估相關之法規限制是否有修正之必要。 |
| 第十五條　（施行日期）  本法自公布日施行。 | 本法施行日期。 |