Power Dispatching Network Attack Identification by XGBoost
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**Abstract**. Power dispatching network is a core of cardinal significance, which always suffers from the network attacks from both inside and outside of the local-area network. The network attack detection process must perform tremendously good, or will disturb the normal business traffic. This paper proposed an automatous method to inspect the net traffic and identify the abnormal traffic only by analyzing several signals rather than probing the network traffic packet.

1. Introduction

The electric power [1] is the vital energy source in national product and people daily life so the

importance of electric power production and transmission is beyond question. As the link between

electric power production and transmission, electric power dispatching decides the effective and

healthy operation of the whole electric net. With the wide deployment of flow monitoring in IP networks, the analysis of the exported flow data has become an important research area. It has been shown that flow data can be used to detect traffic anomalies, DoS attacks, and the propagation of worms [2].

As an important prerequisite for time-critical network operation tasks, many modern network devices support monitoring functions that offer monitoring data with low latency. The export of flow data is such a monitoring function that allows retrieving information about the traffic currently observe data monitoring device, which may be a router or a stand-alone network monitor.

This paper proposed a method to archive the net attack detection and identification by leveraging the XGBoost [3] machine learning method to train a prediction model.

1. Related Work

The anomaly detection is an important data analysis task which is useful for identifying the network intrusions. This paper presents a briefly analysis of four major categories of anomaly detection techniques which include classification, statistical, information theory and clustering [4].

The classification-based network anomaly detection includes four kinds of mainstream methods, support vector machine [5], Bayesian network [6], neural network [7] and other ruled-based methods respectively. The statistical anomaly detection includes mixture model, signal processing technique and principal component analysis (PCA) [8].

1. Net Attack Multi-Classification

This paper proposed an intrusion detector learning method to detect network intrusions protects a computer network from unauthorized users, including perhaps insiders. The intrusion detector learning task is to build a predictive model (i.e. a classifier) capable of distinguishing between abnormal connections, called intrusions or attacks, and normal connections.

## Net Attack Learning Samples

To build a generally machine learning model for the net attack identification or classification, a standard net attack data sample, which includes a wide variety of intrusions simulated in an inside or a local-area network environment, is audited for the model training process. The raw training data [9] is about 743 megabytes of compressed binary TCP dump data from several weeks of network traffic, which is processed into 4,898,431 connection records. There are 41 features collected for each record, which labeled with a class or a category.

Some feature patterns are discovered through the data analysis process, which are plotted by numerical distributions, as shown in figure 1 and figure 2.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
| (a) diff\_srv\_rate |  | (b) count |  | (c)dst\_host\_srv\_diff\_host\_rate |
|  |  |  |  |  |
| (d) dst\_host\_srv\_serror\_rate |  | (e) dst\_bytes |  | (f) rerror\_rate |
| **Figure 1**: Feature Numerical Distribution | | | | |

|  |  |  |
| --- | --- | --- |
|  |  |  |
| 1. service |  | 1. flag |
| **Figure 2**: Feature Categories Distribution | | |

## Model Training Process

The raw data sample is split by the ratio of 3 to 1, that is, the 75% of the data sample combines the training data, and the rest of the data sample becomes the validation data. The XGBoost method is chosen to train the machine learning model. Before feed the train data, the XGBoost model is built with some optimized parameter presetted. By turning down the learn rate from the default 0.3 to a smaller value 0.1, the overfitting situation could be avoided through the training process. Considering the large amount of the sample set, the cross-validation (aka. k-fold) phase is disabled to speed up the training program.

The total training and validating process takes almost one hour to finish, which is performed on a laptop with 8 gigabytes memory mounted and a 2.6 GHz processor driven.

## Validation Metrics Result

Evaluating machine learning algorithm is an essential part of any project. The trained model may give some satisfying results when evaluated using a metric say *accuracy\_score,* but may give poor results when evaluated against other metrics such as *logarithmic\_loss* or any other such metric. Most of the times classification accuracy is used to measure the performance of the model, however it is not enough to truly judge the model.

The model we built with the chosen sample suffers from a skewed class problem, as is shown in figure 3. There is not really a solution to this problem, but the precision and recall measure could help for evaluating the final model. Precision describes how many of the data records, which got classified as positives, actually are illustrating positive. On the other hand, recall refers to the percentage of correctly classified positive based on the overall number of positives of the data set. The corresponding formulas are Precision = true\_positives / (true\_positives + false\_positives) and Recall = true\_positives / (true\_postives + false\_negatives).

The final validation metrics is presented by the confusion matrix measured by precision and recall, as shown in figure 4. For a better view of the result, a very small number of individual classes are dropped from the confusion matrix, which would cause very minimal negligible influence.

|  |
| --- |
|  |
| **Figure 3**: Skewed Class |

|  |
| --- |
|  |
| **Figure 4:** Validation Metrics – Confusion Matrix |

1. Conclusion

In this paper, the XGBoost machine learning method is leveraged to build a model for the net attack detection and identification based on a public net attack data sample. It turns out that the XGBoost model performs a very good result on the given sample, which could be a strong testimony to apply XGBoost method for power dispatching net attack classification.
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