1.主题和情感的描述性统计分析

1）各主题所占百分比

10003 17.952597

10000 12.153303

10005 9.783157

10006 9.379728

10008 8.169440

10001 7.009581

10002 6.505295

10015 5.950580

10013 5.244579

10016 2.924861

10010 2.672718

10019 2.571861

10017 2.370146

10018 1.916288

10014 1.462431

10012 1.260716

10004 0.857287

10009 0.806858

10011 0.655572

10007 0.353001

2）主题频率直方图
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发现各主题的比例不一致，递减。

3）不同的情感所占百分比

negative 0.648008

neutral 0.276349

positive 0.075643

4）情感频率直方图

![C:\Users\jin\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\D13DF06.tmp](data:image/png;base64,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)

发现消极的情感占多数，中立次之，积极的很少。

2.词汇表数量不一样导致结果不一样。

1）决策树情感分析时：

选取频率最高的200个词做词汇表时的训练结果，采用的特征是bag\_of\_words

accuracy: 0.8703983862834089

precision\_micro: 0.8703983862834089

precision\_macro: 0.8561215362786693

recall\_micro: 0.8703983862834089

recall\_macro: 0.7589135669225987

f1\_micro: 0.8703983862834089

f1\_macro: 0.7961503606909495

precision recall f1-score support

negative 0.89 0.95 0.92 1285

neutral 0.82 0.78 0.80 548

positive 0.86 0.55 0.67 150

micro avg 0.87 0.87 0.87 1983

macro avg 0.86 0.76 0.80 1983

weighted avg 0.87 0.87 0.87 1983

选取频率最高的100个词做词汇表时的训练结果，采用的特征是bag\_of\_words

accuracy: 0.8451840645486637

precision\_micro: 0.8451840645486637

precision\_macro: 0.8224236750373786

recall\_micro: 0.8451840645486637

recall\_macro: 0.7276683676206526

f1\_micro: 0.8451840645486637

f1\_macro: 0.7626076315977963

precision recall f1-score support

negative 0.87 0.92 0.90 1285

neutral 0.78 0.75 0.76 548

positive 0.82 0.51 0.63 150

micro avg 0.85 0.85 0.85 1983

macro avg 0.82 0.73 0.76 1983

weighted avg 0.84 0.85 0.84 1983

选取频率最高的300个词做词汇表时的训练结果，采用的特征是bag\_of\_words

accuracy: 0.880988401412002

precision\_micro: 0.880988401412002

precision\_macro: 0.8416003929269414

recall\_micro: 0.880988401412002

recall\_macro: 0.7804547763987113

f1\_micro: 0.880988401412002

f1\_macro: 0.8060486437322979

precision recall f1-score support

negative 0.91 0.95 0.93 1285

neutral 0.83 0.81 0.82 548

positive 0.79 0.59 0.67 150

micro avg 0.88 0.88 0.88 1983

macro avg 0.84 0.78 0.81 1983

weighted avg 0.88 0.88 0.88 1983

选取频率最高的200个词做词汇表时的训练结果，采用的特征是tfidf

accuracy: 0.8920827029752899

precision\_micro: 0.8920827029752899

precision\_macro: 0.8749313670401747

recall\_micro: 0.8920827029752899

recall\_macro: 0.7920043486356078

f1\_micro: 0.8920827029752899

f1\_macro: 0.822679284518265

precision recall f1-score support

negative 0.92 0.94 0.93 1285

neutral 0.82 0.86 0.84 548

positive 0.88 0.57 0.69 150

micro avg 0.89 0.89 0.89 1983

macro avg 0.87 0.79 0.82 1983

weighted avg 0.89 0.89 0.89 1983

选取频率最高的100个词做词汇表时的训练结果，采用的特征是tfidf

accuracy: 0.8875441250630358

precision\_micro: 0.8875441250630358

precision\_macro: 0.8937356367457768

recall\_micro: 0.8875441250630358

recall\_macro: 0.7696503419264644

f1\_micro: 0.8875441250630358

f1\_macro: 0.8120017081868335

precision recall f1-score support

negative 0.90 0.96 0.93 1285

neutral 0.84 0.83 0.83 548

positive 0.94 0.53 0.68 150

micro avg 0.89 0.89 0.89 1983

macro avg 0.89 0.77 0.81 1983

weighted avg 0.89 0.89 0.88 1983

选取频率最高的300个词做词汇表时的训练结果，采用的特征是tfidf

accuracy: 0.9011598587997983

precision\_micro: 0.9011598587997983

precision\_macro: 0.8796556768064345

recall\_micro: 0.9011598587997983

recall\_macro: 0.814687848119641

f1\_micro: 0.9011598587997982

f1\_macro: 0.8407936976622331

precision recall f1-score support

negative 0.93 0.95 0.94 1285

neutral 0.84 0.86 0.85 548

positive 0.87 0.63 0.73 150

micro avg 0.90 0.90 0.90 1983

macro avg 0.88 0.81 0.84 1983

weighted avg 0.90 0.90 0.90 1983

综上所述，可以看出选取频率最高的300个词的训练结果最好

2）决策树主题分类时：

选取频率最高的200个词做词汇表时的训练结果，采用的特征是bag\_of\_words

accuracy: 0.6031265758951084

precision\_micro: 0.6031265758951084

precision\_macro: 0.5734277357239714

recall\_micro: 0.6031265758951084

recall\_macro: 0.44632208370303256

f1\_micro: 0.6031265758951084

f1\_macro: 0.4693973419140304

precision recall f1-score support

10000 0.58 0.83 0.68 241

10001 0.60 0.54 0.57 139

10002 0.59 0.75 0.66 129

10003 0.56 0.61 0.59 356

10004 0.58 0.41 0.48 17

10005 0.65 0.73 0.69 194

10006 0.48 0.53 0.51 186

10007 0.00 0.00 0.00 7

10008 0.76 0.68 0.72 162

10009 0.60 0.19 0.29 16

10010 0.56 0.62 0.59 53

10011 0.40 0.15 0.22 13

10012 0.67 0.16 0.26 25

10013 0.61 0.54 0.57 104

10014 0.58 0.24 0.34 29

10015 0.87 0.75 0.81 118

10016 0.67 0.07 0.12 58

10017 0.58 0.40 0.48 47

10018 0.45 0.45 0.45 38

10019 0.68 0.25 0.37 51

micro avg 0.60 0.60 0.60 1983

macro avg 0.57 0.45 0.47 1983

weighted avg 0.61 0.60 0.59 1983

选取频率最高的300个词做词汇表时的训练结果，采用的特征是bag\_of\_words

accuracy: 0.6369137670196672

precision\_micro: 0.6369137670196672

precision\_macro: 0.5873839373008333

recall\_micro: 0.6369137670196672

recall\_macro: 0.5174207580483938

f1\_micro: 0.6369137670196672

f1\_macro: 0.5315371090606179

precision recall f1-score support

10000 0.62 0.82 0.70 241

10001 0.63 0.57 0.60 139

10002 0.59 0.81 0.68 129

10003 0.59 0.64 0.61 356

10004 0.64 0.53 0.58 17

10005 0.70 0.73 0.71 194

10006 0.57 0.53 0.55 186

10007 0.00 0.00 0.00 7

10008 0.81 0.77 0.78 162

10009 0.71 0.75 0.73 16

10010 0.55 0.68 0.61 53

10011 0.50 0.15 0.24 13

10012 0.57 0.32 0.41 25

10013 0.61 0.56 0.58 104

10014 0.40 0.14 0.21 29

10015 0.93 0.75 0.83 118

10016 0.57 0.21 0.30 58

10017 0.65 0.36 0.47 47

10018 0.46 0.63 0.53 38

10019 0.66 0.41 0.51 51

micro avg 0.64 0.64 0.64 1983

macro avg 0.59 0.52 0.53 1983

weighted avg 0.64 0.64 0.63 1983

选取频率最高的500个词做词汇表时的训练结果，采用的特征是bag\_of\_words

accuracy: 0.6555723651033787

precision\_micro: 0.6555723651033787

precision\_macro: 0.6501710199620426

recall\_micro: 0.6555723651033787

recall\_macro: 0.5633031102881098

f1\_micro: 0.6555723651033787

f1\_macro: 0.5803509685724422

precision recall f1-score support

10000 0.64 0.80 0.71 241

10001 0.56 0.59 0.57 139

10002 0.66 0.84 0.74 129

10003 0.60 0.67 0.63 356

10004 0.67 0.59 0.62 17

10005 0.69 0.73 0.71 194

10006 0.59 0.49 0.54 186

10007 0.50 0.14 0.22 7

10008 0.77 0.78 0.78 162

10009 0.61 0.88 0.72 16

10010 0.55 0.68 0.61 53

10011 0.67 0.31 0.42 13

10012 0.62 0.40 0.49 25

10013 0.78 0.63 0.70 104

10014 0.53 0.28 0.36 29

10015 0.88 0.78 0.83 118

10016 0.75 0.21 0.32 58

10017 0.70 0.34 0.46 47

10018 0.56 0.61 0.58 38

10019 0.68 0.53 0.59 51

micro avg 0.66 0.66 0.66 1983

macro avg 0.65 0.56 0.58 1983

weighted avg 0.66 0.66 0.65 1983

选取频率最高的200个词做词汇表时的训练结果，采用的特征是tfidf

accuracy: 0.5688350983358548

precision\_micro: 0.5688350983358548

precision\_macro: 0.5339808133887667

recall\_micro: 0.5688350983358548

recall\_macro: 0.4110502895718648

f1\_micro: 0.5688350983358548

f1\_macro: 0.4349599502981462

precision recall f1-score support

10000 0.49 0.76 0.60 241

10001 0.48 0.59 0.53 139

10002 0.61 0.69 0.65 129

10003 0.54 0.62 0.58 356

10004 0.56 0.53 0.55 17

10005 0.71 0.68 0.69 194

10006 0.41 0.42 0.41 186

10007 0.50 0.14 0.22 7

10008 0.72 0.67 0.69 162

10009 0.60 0.19 0.29 16

10010 0.66 0.43 0.52 53

10011 0.00 0.00 0.00 13

10012 0.00 0.00 0.00 25

10013 0.51 0.53 0.52 104

10014 0.62 0.17 0.27 29

10015 0.87 0.78 0.82 118

10016 0.60 0.10 0.18 58

10017 0.52 0.26 0.34 47

10018 0.57 0.42 0.48 38

10019 0.71 0.24 0.35 51

micro avg 0.57 0.57 0.57 1983

macro avg 0.53 0.41 0.43 1983

weighted avg 0.57 0.57 0.55 1983

选取频率最高的300个词做词汇表时的训练结果，采用的特征是tfidf

accuracy: 0.5975794251134644

precision\_micro: 0.5975794251134644

precision\_macro: 0.564731647251428

recall\_micro: 0.5975794251134644

recall\_macro: 0.4604470654022178

f1\_micro: 0.5975794251134644

f1\_macro: 0.48639271111753163

precision recall f1-score support

10000 0.55 0.72 0.62 241

10001 0.57 0.55 0.56 139

10002 0.61 0.71 0.65 129

10003 0.54 0.66 0.59 356

10004 0.71 0.59 0.65 17

10005 0.66 0.70 0.68 194

10006 0.46 0.52 0.49 186

10007 0.00 0.00 0.00 7

10008 0.77 0.75 0.76 162

10009 0.77 0.62 0.69 16

10010 0.67 0.49 0.57 53

10011 0.00 0.00 0.00 13

10012 0.64 0.28 0.39 25

10013 0.58 0.47 0.52 104

10014 0.67 0.14 0.23 29

10015 0.87 0.81 0.84 118

10016 0.57 0.14 0.22 58

10017 0.55 0.26 0.35 47

10018 0.46 0.45 0.45 38

10019 0.66 0.37 0.48 51

micro avg 0.60 0.60 0.60 1983

macro avg 0.56 0.46 0.49 1983

weighted avg 0.60 0.60 0.59 1983

综上所述，可以看出选取频率最高的500个词的训练结果最好

3.与vader情感分析的baseline进行比较：

Vader情感分析的结果：

accuracy: 0.0015128593040847202

precision\_micro: 0.0015128593040847202

precision\_macro: 0.15

recall\_micro: 0.0015128593040847202

recall\_macro: 0.0005836575875486381

f1\_micro: 0.0015128593040847202

f1\_macro: 0.0011627906976744186

precision recall f1-score support

negative 0.60 0.00 0.00 1285

neural 0.00 0.00 0.00 0

neutral 0.00 0.00 0.00 548

positive 0.00 0.00 0.00 150

avg / total 0.39 0.00 0.00 1983

4.决策树情感分析时，使用频率最高的300个词做词汇库，采用tfidf作为特征。

去掉了stopwords的结果如下：

accuracy: 0.9011598587997983

precision\_micro: 0.9011598587997983

precision\_macro: 0.8796556768064345

recall\_micro: 0.9011598587997983

recall\_macro: 0.814687848119641

f1\_micro: 0.9011598587997982

f1\_macro: 0.8407936976622331

precision recall f1-score support

negative 0.93 0.95 0.94 1285

neutral 0.84 0.86 0.85 548

positive 0.87 0.63 0.73 150

micro avg 0.90 0.90 0.90 1983

macro avg 0.88 0.81 0.84 1983

weighted avg 0.90 0.90 0.90 1983

没去掉stopwords的结果如下

accuracy: 0.8935955622793746

precision\_micro: 0.8935955622793746

precision\_macro: 0.8402497679319642

recall\_micro: 0.8935955622793746

recall\_macro: 0.7920848204846614

f1\_micro: 0.8935955622793746

f1\_macro: 0.811654562806574

precision recall f1-score support

negative 0.94 0.95 0.94 1285

neutral 0.82 0.86 0.84 548

positive 0.76 0.57 0.65 150

micro avg 0.89 0.89 0.89 1983

macro avg 0.84 0.79 0.81 1983

weighted avg 0.89 0.89 0.89 1983

可以看出不去掉stopwords准确度、精确度、召回率和F1分数等都有略微的下降。

没提取词干（stemmer）时的结果：

accuracy: 0.8890569843671206

precision\_micro: 0.8890569843671206

precision\_macro: 0.8636160595147345

recall\_micro: 0.8890569843671206

recall\_macro: 0.788745901458276

f1\_micro: 0.8890569843671206

f1\_macro: 0.8147711191838818

precision recall f1-score support

negative 0.93 0.93 0.93 1285

neutral 0.80 0.88 0.84 548

positive 0.86 0.55 0.67 150

micro avg 0.89 0.89 0.89 1983

macro avg 0.86 0.79 0.81 1983

weighted avg 0.89 0.89 0.89 1983

可以看出没提取词干准确度、精确度、召回率和F1分数等都有略微的下降。

5.去中立的影响

决策树去中立（N=200）

accuracy: 0.9581881533101045

precision\_micro: 0.9581881533101045

precision\_macro: 0.9232140329202219

recall\_micro: 0.9581881533101045

recall\_macro: 0.8412191958495461

f1\_micro: 0.9581881533101045

f1\_macro: 0.8765301088714766

precision recall f1-score support

negative 0.97 0.99 0.98 1285

positive 0.88 0.69 0.78 150

micro avg 0.96 0.96 0.96 1435

macro avg 0.92 0.84 0.88 1435

weighted avg 0.96 0.96 0.96 1435伯努利贝叶斯去中立

accuracy: 0.8968641114982578

precision\_micro: 0.8968641114982578

precision\_macro: 0.9483600837404047

recall\_micro: 0.8968641114982578

recall\_macro: 0.5066666666666667

f1\_micro: 0.8968641114982578

f1\_macro: 0.4859319933387553

precision recall f1-score support

negative 0.90 1.00 0.95 1285

positive 1.00 0.01 0.03 150

micro avg 0.90 0.90 0.90 1435

macro avg 0.95 0.51 0.49 1435

weighted avg 0.91 0.90 0.85 1435

多项式贝叶斯去中立：

accuracy: 0.9609756097560975

precision\_micro: 0.9609756097560975

precision\_macro: 0.9608872806436903

recall\_micro: 0.9609756097560975

recall\_macro: 0.8251102464332036

f1\_micro: 0.9609756097560975

f1\_macro: 0.8781937017231135

precision recall f1-score support

negative 0.96 1.00 0.98 1285

positive 0.96 0.65 0.78 150

micro avg 0.96 0.96 0.96 1435

macro avg 0.96 0.83 0.88 1435

weighted avg 0.96 0.96 0.96 1435

6.

决策树模型，采用tfidf特征：

情感分析：

accuracy: 0.9011598587997983

precision\_micro: 0.9011598587997983

precision\_macro: 0.8796556768064345

recall\_micro: 0.9011598587997983

recall\_macro: 0.814687848119641

f1\_micro: 0.9011598587997982

f1\_macro: 0.8407936976622331

precision recall f1-score support

negative 0.93 0.95 0.94 1285

neutral 0.84 0.86 0.85 548

positive 0.87 0.63 0.73 150

micro avg 0.90 0.90 0.90 1983

macro avg 0.88 0.81 0.84 1983

weighted avg 0.90 0.90 0.90 1983

伯努利贝叶斯模型，采用词袋特征

情感分析

accuracy: 0.8472012102874432

precision\_micro: 0.8472012102874432

precision\_macro: 0.5746493751599827

recall\_micro: 0.8472012102874432

recall\_macro: 0.5777874028420764

f1\_micro: 0.8472012102874432

f1\_macro: 0.571839167911718

precision recall f1-score support

negative 0.84 0.99 0.91 1285

neutral 0.89 0.74 0.81 548

positive 0.00 0.00 0.00 150

micro avg 0.85 0.85 0.85 1983

macro avg 0.57 0.58 0.57 1983

weighted avg 0.79 0.85 0.81 1983

话题分类：

多项式贝叶斯模型，采用词袋特征

情感分析

accuracy: 0.9147755925365607

precision\_micro: 0.9147755925365607

precision\_macro: 0.9293915799974624

recall\_micro: 0.9147755925365607

recall\_macro: 0.8106125643380322

f1\_micro: 0.9147755925365607

f1\_macro: 0.8545915178765489

precision recall f1-score support

negative 0.91 0.97 0.94 1285

neutral 0.91 0.86 0.89 548

positive 0.97 0.59 0.74 150

micro avg 0.91 0.91 0.91 1983

macro avg 0.93 0.81 0.85 1983

weighted avg 0.92 0.91 0.91 1983

采用决策树、伯努利贝叶斯和多项式贝叶斯模型融合，采用软投票机制，效果如下：

accuracy: 0.9152798789712556

precision\_micro: 0.9152798789712556

precision\_macro: 0.9457001539297356

recall\_micro: 0.9152798789712556

recall\_macro: 0.7773736513075886

f1\_micro: 0.9152798789712556

f1\_macro: 0.8307645980567141

precision recall f1-score support

negative 0.90 0.99 0.95 1285

neutral 0.93 0.85 0.89 548

positive 1.00 0.49 0.65 150

micro avg 0.92 0.92 0.92 1983

macro avg 0.95 0.78 0.83 1983

weighted avg 0.92 0.92 0.91 1983

显然模型融合后的效果最好，相比于标准模型和baseline的模型，该方法采用了多个模型融合。

话题分类：

决策树模型，采用bag\_of\_words做特征，词汇表500

accuracy: 0.6555723651033787

precision\_micro: 0.6555723651033787

precision\_macro: 0.6501710199620426

recall\_micro: 0.6555723651033787

recall\_macro: 0.5633031102881098

f1\_micro: 0.6555723651033787

f1\_macro: 0.5803509685724422

precision recall f1-score support

10000 0.64 0.80 0.71 241

10001 0.56 0.59 0.57 139

10002 0.66 0.84 0.74 129

10003 0.60 0.67 0.63 356

10004 0.67 0.59 0.62 17

10005 0.69 0.73 0.71 194

10006 0.59 0.49 0.54 186

10007 0.50 0.14 0.22 7

10008 0.77 0.78 0.78 162

10009 0.61 0.88 0.72 16

10010 0.55 0.68 0.61 53

10011 0.67 0.31 0.42 13

10012 0.62 0.40 0.49 25

10013 0.78 0.63 0.70 104

10014 0.53 0.28 0.36 29

10015 0.88 0.78 0.83 118

10016 0.75 0.21 0.32 58

10017 0.70 0.34 0.46 47

10018 0.56 0.61 0.58 38

10019 0.68 0.53 0.59 51

micro avg 0.66 0.66 0.66 1983

macro avg 0.65 0.56 0.58 1983

weighted avg 0.66 0.66 0.65 1983

伯努利贝叶斯模型：

accuracy: 0.3625819465456379

precision\_micro: 0.3625819465456379

precision\_macro: 0.2905338075702433

recall\_micro: 0.3625819465456379

recall\_macro: 0.13838729691768364

f1\_micro: 0.36258194654563786

f1\_macro: 0.1284800103227357

precision recall f1-score support

10000 0.75 0.80 0.77 241

10001 0.00 0.00 0.00 139

10002 0.40 0.02 0.03 129

10003 0.23 0.99 0.38 356

10004 0.00 0.00 0.00 17

10005 0.76 0.31 0.44 194

10006 0.84 0.26 0.40 186

10007 0.00 0.00 0.00 7

10008 0.82 0.37 0.51 162

10009 0.00 0.00 0.00 16

10010 0.00 0.00 0.00 53

10011 0.00 0.00 0.00 13

10012 0.00 0.00 0.00 25

10013 1.00 0.01 0.02 104

10014 0.00 0.00 0.00 29

10015 1.00 0.01 0.02 118

10016 0.00 0.00 0.00 58

10017 0.00 0.00 0.00 47

10018 0.00 0.00 0.00 38

10019 0.00 0.00 0.00 51

micro avg 0.36 0.36 0.36 1983

macro avg 0.29 0.14 0.13 1983

weighted avg 0.49 0.36 0.29 1983

多项式贝叶斯：

accuracy: 0.7518910741301059

precision\_micro: 0.7518910741301059

precision\_macro: 0.8270547109058273

recall\_micro: 0.7518910741301059

recall\_macro: 0.5304473301064708

f1\_micro: 0.7518910741301059

f1\_macro: 0.586104033216541

precision recall f1-score support

10000 0.83 0.90 0.86 241

10001 0.82 0.63 0.72 139

10002 0.77 0.74 0.75 129

10003 0.58 0.87 0.70 356

10004 1.00 0.24 0.38 17

10005 0.73 0.89 0.80 194

10006 0.83 0.80 0.81 186

10007 1.00 0.14 0.25 7

10008 0.79 0.90 0.84 162

10009 0.00 0.00 0.00 16

10010 0.88 0.28 0.43 53

10011 1.00 0.08 0.14 13

10012 1.00 0.24 0.39 25

10013 0.86 0.86 0.86 104

10014 1.00 0.45 0.62 29

10015 0.87 0.88 0.88 118

10016 0.79 0.38 0.51 58

10017 1.00 0.34 0.51 47

10018 0.96 0.61 0.74 38

10019 0.83 0.39 0.53 51

micro avg 0.75 0.75 0.75 1983

macro avg 0.83 0.53 0.59 1983

weighted avg 0.78 0.75 0.74 1983

采用bagging采样方法训练10个多项式贝叶斯模型，进行模型融合，采用软投票机制，效果如下：

accuracy: 0.7473524962178517

precision\_micro: 0.7473524962178517

precision\_macro: 0.8289588810621377

recall\_micro: 0.7473524962178517

recall\_macro: 0.5205664560646708

f1\_micro: 0.7473524962178517

f1\_macro: 0.5761980380158894

precision recall f1-score support

10000 0.83 0.90 0.86 241

10001 0.83 0.61 0.70 139

10002 0.76 0.71 0.74 129

10003 0.57 0.88 0.69 356

10004 1.00 0.18 0.30 17

10005 0.74 0.88 0.80 194

10006 0.83 0.80 0.81 186

10007 1.00 0.14 0.25 7

10008 0.79 0.91 0.84 162

10009 0.00 0.00 0.00 16

10010 0.87 0.25 0.38 53

10011 1.00 0.08 0.14 13

10012 1.00 0.24 0.39 25

10013 0.85 0.85 0.85 104

10014 1.00 0.41 0.59 29

10015 0.88 0.87 0.88 118

10016 0.81 0.36 0.50 58

10017 1.00 0.34 0.51 47

10018 1.00 0.61 0.75 38

10019 0.83 0.39 0.53 51

micro avg 0.75 0.75 0.75 1983

macro avg 0.83 0.52 0.58 1983

weighted avg 0.78 0.75 0.73 1983