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Introduction
Emergent Abilities of Large Language Models (ArXiv 22)

https://twitter.com/karpathy/status/15360619133767
76192?s=20&t=2_PG_bABqMyVk7VINPlHEg
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• “It is now well-known that increasing the scale of language models can lead to better performance and sample efficiency 

on a range of downstream NLP tasks.”

Introduction
Emergent Abilities of Large Language Models (ArXiv 22)

“We hypothesize that when the model is fine-tuned 
directly on the downstream tasks and uses only a very 
small number of randomly initialized additional 
parameters, the task-specific models can benefit 
from the larger, more expressive pre-trained 
representations even when downstream task data is 
very small.” (Devlin et al., 2019)

Devlin et al. (2019) - Bidirectional Encoder Representation of Transformers: BERT
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• “It is now well-known that increasing the scale of language models can lead to better performance and sample efficiency 

on a range of downstream NLP tasks.”

Introduction
Emergent Abilities of Large Language Models (ArXiv 22)

Brown et al. (2020) - Language models are few-shot learners (GPT-3)
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• “In many cases, the effect of scale on performance can often be methodologically predicted via scaling laws

— for example, scaling curves for cross entropy loss have been shown to empirically span more than seven orders of 

magnitude.”

Introduction
Emergent Abilities of Large Language Models (ArXiv 22)

Kaplan et al. (2020, OpenAI) - Scaling Laws for Neural Language Models
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• “On the other hand, performance for certain downstream tasks counterintuitively does not appear to continuously 

improve as a function of scale, and such tasks cannot be predicted ahead of time.”

Introduction
Emergent Abilities of Large Language Models (ArXiv 22)

Predictability and Surprise in Large Generative Models (Ganguli et al., 2022 )
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• “This paper is about the unpredictable phenomena of emergent abilities of large language models.”

• “Here we will explore emergence with respect to model scale, as measured by training compute and number of model 

parameters.”

Introduction
Emergent Abilities of Large Language Models (ArXiv 22)

Future ML Systems Will Be Qualitatively Different (Steinhardt, 2022)

Emergence is when quantitative changes in a system result in qualitative changes in behaviour. 
(Anderson, 1972, More is Different)



• “The definition - An ability is emergent if it is not present in smaller models but is present in larger models.”
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언어모델의창발성 : 무엇인가?�
Emergent Abilities of Large Language Models (ArXiv 22)

Predictability and Surprise in Large Generative Models (Ganguli et al., 2022 )



• “Emergent abilities would not have been directly predicted by extrapolating a scaling law (i.e. consistent performance 

improvements) from small-scale models.” 
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언어모델의창발성 : 무엇인가?�
Emergent Abilities of Large Language Models (ArXiv 22)

~= Phase transition

~= Scaling law



• “Today’s language models have been scaled primarily along three factors: ① amount of computation, ② number of 

model parameters, and ③ training dataset size.” 
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언어모델의창발성 : 무엇을스케일해야하는가?�
Emergent Abilities of Large Language Models (ArXiv 22)

Kaplan et al. (2020, OpenAI) - Scaling Laws for Neural Language Models



• “In this paper, we will analyze scaling curves by plotting the performance of different models where training compute for 

each model is measured in FLOPs on the x-axis (Hoffmann et al., 2022).”

• “Training dataset size is also an important factor, but we do not plot capabilities against it because many language model 

families use a fixed number of training examples for all model sizes.”
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언어모델의창발성 : 어떻게분석할것인가?
Emergent Abilities of Large Language Models (ArXiv 22)



• “Brown et al. (2020) proposed few-shot prompting, which includes a few input-output examples in the model’s context 

(input) as a preamble before asking the model to perform the task for an unseen inference-time example.”
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Few-shot Prompted Tasks�:�Few-shot�prompting
Emergent Abilities of Large Language Models (ArXiv 22)

Paraphrase any literal phrases with idioms wherever appropriate. 
Make the beginning and end of any changes with <idiom> and 

</idiom>, respectively.

My husband and I are out of our patience trying to keep her in her
room. She’ll scream for what seems like hours.

→ My husband and I are <idiom> at our wits end </idiom> trying 
to keep her in her room. She’ll scream for what seems like hours.

Idomify (https://github.com/eubinecto/idiomify)

https://github.com/eubinecto/idiomify


• “The ability to perform a task via few-shot prompting is emergent when a model has random performance until a certain 

scale, after which performance increases to well-above random.”
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Few-shot Prompted Tasks�:�LLM’s�are�few-shot�learners
Emergent Abilities of Large Language Models (ArXiv 22)
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Few-shot Prompted Tasks�:�Augmented Prompting Strategies
Emergent Abilities of Large Language Models (ArXiv 22)

• “If a technique shows no improvement or is harmful when compared to the 

baseline of not using the technique until applied to a model of a large-enough 

scale, we also consider the technique an emergent ability.”
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Discussion�:�Potential�explanations�for�emergence
Emergent Abilities of Large Language Models (ArXiv 22)

1
Task’s Natural Intuitions

v “For certain tasks, there may be natural intuitions for why 

emergence requires a model larger than a particular 
threshold scale.”

3
Characteristics of Evaluation Metrics

v ”using exact string match as the evaluation metric for 

long-sequence targets may disguise compounding 
incremental improvements as emergence.”

2
Better memorization

v “More parameters and more training enable better 

memorization that could be helpful for tasks requiring 
world knowledge.”
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Discussion�:�Beyond�scaling
Emergent Abilities of Large Language Models (ArXiv 22)

• “… once an ability is discovered, further research may make the ability available for smaller scale models.”

• “… lowering the scale threshold for emergent abilities will become more important for allowing research on such abilities 

to available to the community broadly”

v e.g. “ the zero-shot SuperGLUE performance of UL2 20B (Tay et al., 2022a) is 

comparable to GPT-3 175B despite UL2 being significantly smaller” 
v e.g. ”outputs from the 1.3B parameter InstructGPT model are preferred to 

outputs from the 175B GPT-3, despite having 100x fewer parameters. 

(Ouyang et al. 2022)” 
v e.g. “Certain distributional features of training data have also been observed to 

explain emergent few-shot prompting and could potentially enable it in 
smaller models (Xie et al., 2022; Chan et al., 2022).”
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Discussion�:�Another�view�of�emergence
Emergent Abilities of Large Language Models (ArXiv 22)

• “While scale (e.g., training FLOPs or model parameters) has been highly correlated with language model performance on 

many downstream metrics so far, scale need not be the only lens to view emergent abilities.” 

• “… emergent abilities should probably be viewed as a function of many correlated variables.” 
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Conclusion & Our�two�cents
Emergent Abilities of Large Language Models (ArXiv 22)

• “ … and the questions of how they emerge and whether more scaling will enable further emergent abilities seem to be 

important future research directions for the field of NLP.”

💡 Engineers 💡Modelers

Largescale-lm-tutorials (Tunib & 고현웅님, 2022)

ü Scale threshold를 낮출 수 있는 효율적인 아키텍처 연구ü 효율적인 병렬처리에 대한 역량
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