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技术背景

在DAT系统中，系统需要在资产流通的高并发、高吞吐量、低延迟和资产实时性的基础需求上，满足所有合约资产节点不同的业务模式适配，实现业务模式快速响应，并且满足适配所有合约节点认可的通讯流通渠道和通讯方式。而现阶段普通的资产配送流通系统，主要解决高并发、高吞吐量、低延时和实时性的基础需求上，DAT系统的特点具体表现在以下几个方面：

1. 资产合法合规流通，需要签署相应的合约（合同），DAT系统中所有执行的规则动作都必需符合合约中所规定的资产节点应履行的权利和义务。
2. 资产流通数据量庞大，资产节点一对一流通单批次流通数据条数在亿级别。资产节点多对多流通，多批次不定时连续流通，渠道中流通数据量将在万亿级别。
3. 资产流通网络中，所有合约节点，资产提供方、资产接收方或者资产居间方只部署同一个DAT系统。单个合约资产节点视对接他方资产节点数量的多少以及资产流通数据的多少，可选择单服务器部署方式或者分布式服务器部署方式。
4. DAT系统基础设施层支持安全文件传输协议SFTP，可扩展文件断点续传；支持HTTP/HTTPS协议；支持远程过程调用RPC协议；数据交换格式支持XML、JSON、YAML、PROTOCOL BUFFER；并且支持平滑扩展其它网络传输协议和数据交换格式。在资产流通网络中，采用合约节点所签署认可的通讯流通协议和数据交换格式进行资产流通。
5. 在资产流通过程中，往往因为不同合约节点所认可的业务模式差异巨大，而无法迅速达成业务合作。DAT系统的数据流产品规则引擎支持非常灵活的业务规则定制化服务，并且可实现业务规则库和DAT系统分开单独部署，支持在当前业务不停机情况下扩展部署业务规则库。
6. DAT系统支持同步或异步方式的数据流产品核验、清点/统计、签收服务。该服务支持根据合约节点业务规则作定制化开发，集成在数据流产品规则引擎中，可分开单独部署。该服务支持纯文本、Excel、Csv等文件格式输出，或者输出至MySql、MongoDB等关系型、非关系型数据库，或者通过消息中间件Kafka等输出以进行进一步分析。以上输出方式支持灵活扩展。
7. DAT系统的数据流产品核验、清点/统计、签收服务可对接账务系统，实现资产流通精准记账。也可以对接区块链系统，实现资产流通去中性化。
8. DAT系统的批量任务工作流引擎服务，支持定时自动执行资产流通任务。
9. DAT系统为合约节点提供资产流通WEB管理界面。可直观的查看资产流通历史、统计报表、批量任务工作流，导出历史记录、统计报表。同时，管理人员可手动执行流通任务。

综上所述，为解决资产流通数据量大、合约节点多、业务规则差异大、资产流通方式多样性、缺少核验、清点/统计、签收服务、缺少直观的管理操作界面等诸多问题，提供一个DAT系统是急需解决的，具有重大的推进意义。

发明内容

为解决资产流通过程中，在实现大规模数据量、高并发、在线、实时流通的基础上，合约节点多，业务规则复杂多变，数据交换方式单一，通讯模式单一，无核验、清点/统计、签收服务，难以对接账务系统和区块链系统，无批量定时任务工作流，无管理界面等诸多问题，本发明提出了一种DAT系统，能很好组件资产流通网络，满足该应用场景下功能性和非功能性要求。

组件说明

1. 资产合约节点：是每个现实中的资产流通合约体系下真实的节点（资产提供方、资产接收方、居间方）服务器在DAT系统中的一个实例或多个实例。主要负责履行资产流通体系下，签署合约中的条款相应的权利及义务。
2. 分布式部署服务：合约节点分布式部署模式下，在节点实例初始化阶段，实例化分布式任务库。当有资产流通任务需要执行时，放入任务库。主节点再通过负载均衡器从任务库取出待执行任务发送给从属节点，从属节点接收任务并执行。
3. 资产信使：节点实例在初始化阶段，会根据对接的他方节点数量和资产流通的量级，分配相应的资产信使池，其中包含相应数量的资产信使实例。资产信使实例通过信使配送引擎，执行数据流产品配送任务，定义节点之间的通讯交互管道，开启核验、清点/统计、签收服务传输管道。
4. 数据流产品：节点实例在初始化阶段，相应初始化数据流产品队列。

根据节点合约规定，实例化具有相应权利及义务的数据流产品，放入队列中。

1. 数据流产品规则引擎：数据流产品实例中包含一个业务规则树实例和规则树下任意多个规则实例。资产节点根据合约中规定，定制化开发数据流产品以及产品下履行相应权利义务的规则方法。
2. 数据流产品配送引擎：由数据流产品实例、数据流产品种类列表、数据流产品上下文环境组成。资产节点根据合约规定，从数据流产品种类列表中选取相应批次任务对应的数据流产品。由该批次数据信使将数据实体内容放入数据流产品上下文环境中。执行数据流产品配送服务。记录配送服务历史。
3. 节点间数据流通管道：数据流产品配送引擎提供节点间数据流通管道接口，并以不同方式实现该接口，适配相应的合约节点。数据流产品实例在执行数据配送规则阶段，从数据流产品上下文环境中接收实体数据放入节点间数据流通管道。
4. 数据流产品核验、清点/统计、签收服务：该服务包含在数据流产品规则中，根据业务规则作定制化开发，在数据流产品规则执行完毕后调用该服务。根据合约节点角色的不同，资产提供者负责在资产配送完毕后，核验配送产品无误，并作记录或通知利益相关方；资产接收者在数据流产品接收规则执行完毕后，调用该服务清点/统计资产明细，并作签收，存下记录或通知利益相关方。
5. 批量任务工作流引擎服务：根据合约节点业务场景需要，定制化开发数据资产流通批量定时执行服务，并支持失败消息通知、失败重试、手动执行等功能。
6. 数据实体资产流通可视化管理系统服务：合约节点管理人员可通过该WEB管理界面，查看数据资产流通历史、查看数据流产品列表、上传数据产品并执行数据流产品流通配送、查看数据资产流通批量任务执行历史、手动执行批量任务、手动启动失败任务。

技术方案如下：

数据资产合约节点部署：

1. 单服务器部署，在一台服务器上部署一个节点实例及该合约节点相应的业务规则库。
2. 集群部署，在多台服务器上部署节点实例集群，其中Zookeeper协调服务，其中一个节点实例为主节点，其它实例为从属节点。

数据资产合约节点服务：

1. 初始化节点实例，根据对接他方节点数量和流通数据资产量级，实例化数据流产品队列容量和数据信使池容量。获取全局配置参数，节点实例赋于全局化配置。TODO
2. 合约节点赋权，根据节点角色不同以及签署合约不同，进行定制化配置。节点赋权后，数据资产接收方只能使用接收方的服务，在数据流产品种类列表中，只会放入该接收方定制的数据流产品。同样，数据资产提供方也一样。
3. 数据流产品队列准备和重置，将数据流产品种类列表中的产品放入数据流产品队列中，以供数据信使使用。在数据流产品库更新后，将重置产品队列，新增新的数据流产品，移除失效的数据流产品。
4. 数据资产流通任务运行前准备，刷新核验管道状态，初始化节点间数据流通管道调度资源，根据数据流产品队列长度重置数据信使池容量。
5. 数据资产流通任务运行，从数据信使池取出空闲信使，并发从数据流产品队列接收产品，异步执行流通任务，执行完毕释放数据信使资源，放回数据信使空闲资源池。
6. 数据资产流通任务主动停止，将节点状态、数据信使池状态置为停止，停止使用节点间数据流通管道调度资源。
7. 从数据资产合约节点实例中，可获取节点状态（运行中、暂停、停止），获取数据流产品库、数据流产品队列、核验管道输出方式库以及分布式任务库。

数据信使配送引擎服务：

1. 数据信使实例初始化，根据数据流产品不同，初始化相应的节点间数据流通管道调度资源，匹配数据流产品对应的输出方式初始化核验管道资源类型。
2. 运行数据信使配送任务，预先开启核验管道，异步执行分配给该数据信使的数据流产品配送任务，调用数据流产品规则引擎入口函数，启动数据流产品规则引擎。
3. 关闭释放流通管道调度资源和核验管道资源。

数据产品规则引擎服务：

1. 注册数据流产品，数据资产合约节点将该节点下所有数据流产品规则注册到规则库中。
2. 数据流产品规则执行，通过调用该产品规则树下的入口函数启动，并发执行该规则流中涉及到的规则。
3. 执行数据流通调度请求，从流通调度资源池中取出空闲资源，执行该流通请求。
4. 产品规则流处理完毕，释放相应调度资源。

节点间数据流通管道服务：

1. 开放数据流通管道对接接口，通过实现该接口扩展任何类型的管道资源，如：文件、HTTP/HTTPS、SFTP、RPC、MySql等关系型数据库、Redis/MongoDB等非关系型数据库、Kafka/mq等消息中间件。
2. 通过在数据流通资源请求中传入相应通讯传输类型来适配使用不同的管道资源。

数据流产品核验、清点/统计、签收服务：

1. 通过扩展实现不同类型核验输出管道，并初始化注册至输出管道资源库，供本服务适配数据流产品规则使用。
2. 核验输出管道可扩展任意类型的管道资源，如：文本形式、文件形式（记事本/csv/excel等）、kafka/mq消息中间件、MySql等关系型数据库、Redis/MongoDB等非关系型数据库。
3. 具体核验、清点/统计、签收功能根据不同合约节点的不同数据流产品业务规则定制化开发。核验结果数据、清点/统计结果数据、签收数据均按相应业务需求通过管道输出。
4. 核验输出管道可对接账务系统，输出统计学数据；也可对接区块链系统，以核验、清点结果为基准发起交易。

批量任务工作流引擎服务：

1. 使用crontab配置定时批量任务规则，由调度器按规则执行相应批量任务服务。
2. 在系统服务层实现相应的批量任务服务，包括定时扫描指定目录功能、定时启动数据资产流通任务功能等。

数据实体资产流通可视化管理系统：

1. 该管理系统由后台服务和前端WebApp两部分组成，后台服务对接DAT系统服务层接口和批量任务工作流服务接口，前端WebApp为可视化界面。
2. 该管理系统功能包括：数据资产流通历史记录查询、手动执行数据资产流通任务、数据资产流通任务工作流状态查询、定时批量数据资产流通任务历史记录查询、定时批量任务失败记录查询、手动重新执行定时批量失败任务、数据资产流通系统日志查询、数据资产流通统计报表查询下载。

本发明的主要优点：

1. 数据信使池、数据产品队列以及合约节点实例的高并发运行模式可提供高并发、高吞吐量、低延迟、实时在线稳定的数据实体资产流通服务。
2. 数据产品规则引擎实现了业务需求和核心技术框架的分离，可提供灵活易扩展、易开发、易维护、高效快速响应的业务规则实现，满足不同合约节点复杂多变的资产流通业务需求。
3. 数据信使配送引擎可提供灵活易扩展、易开发、易维护、易适配的通讯流通管道实现，满足不同安全级别、不同业务场景下数据资产流通的需求。
4. 数据流产品核验引擎可提供灵活易扩展、易开发、易维护、易适配的核验输出管道实现，满足数据资产流通过程中精准清点/统计、合约节点确认签收等需求。同时易于对接账务系统，满足数据资产流通账本精准记账的需求。又易于对接区块链系统，满足数据资产流通体系去中心化实现的需求。
5. 批量任务工作流引擎提供灵活易扩展、易开发、易维护、易配置的批量定时任务功能，满足相应业务需求。
6. 数据实体资产流通可视化管理系统提供简洁、直观、优雅、快速响应、已操作的前端Web界面展示，降低合约节点业务人工使用数据资产流通系统的学习成本。

具体实施方式

数据资产合约节点部署：

1. 单服务器部署，在合约节点单台服务器上分别部署数据实体资产流通交易系统和业务规则库。启动流通交易系统会同时启动一个HTTP服务和一个定时批量任务调度服务。
2. 集群服务器部署，在合约节点多台服务器上，每台服务器分别部署数据实体资产流通交易系统和业务规则库。在每台服务器上启动Zookeeper服务并启动流通交易系统，在每台服务器上会同时启动一个HTTP服务和一个定时批量任务调度服务。

数据产品流通配送服务：

1. 数据接收节点根据数据产品合约订单，准备相应产品的接收清单。
2. 调用HTTP服务接口，将数据产品接收清单发送至数据资产流通交易系统。
3. 通过定时批量任务，将数据产品接收清单定时发送至数据资产流通交易系统。
4. 配送服务将数据产品接收清单根据相应配置适配打包成相应的数据流产品，放入数据流产品队列。
5. 合约节点实例从数据信使池获取一个空闲信使资源，从数据产品队列中取出一个产品交由该信使进行流通配送。流通配送方式适配产品业务规则定义。
6. 数据流产品执行相应业务规则流，根据相应业务规则处理数据产品清单内容。
7. 在数据流通规则中，调用数据流通管道服务将数据产品接收清单通过相应通讯传输方式发送至数据提供节点。
8. 在数据核验规则中，调用数据流产品核验引擎服务，进行数据产品接收清单内容的核验、清点/统计、签收操作。并通过核验引擎数据管道以业务中定义的方式输出。