# 逻辑回归

## 场景描述

逻辑回归可以说是机器学习领域最基础也是最常用的模型；

## 问题1：逻辑回归相比于线性回归，有何异同

* 逻辑回归处理**分类**问题，线性回归处理回归问题；
* 逻辑回归中，因变量取值是一个二元分布，模型学习得出的是![](data:image/x-wmf;base64,183GmgAAAAAAAEAGAAIBCQAAAABQWgEACQAAA6oBAAACAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkAGCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfo8dkAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAAW3w7XaQBUAFuAQADBQAAABQCYAFGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6PHZAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAARXl4AJgBngEAAwUAAAAUAmABlgQcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAAFAlXXbPHgp+AAAKAAAAAAAJ+jx2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHF5AAOcAAAAJgYPAC0BQXBwc01GQ0MBAAYBAAAGAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDRQACAIJbAAIAg3kAAgCCfAACAIN4AAIAgjsAAgSEuANxAgCCXQAAAIIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQD4tACKBQAACgCPIGb4jyBm+LQAigUw0BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，即给定自变量和超参数后，得到因变量的期望，并基于此期望来处理预测分类问题。而线性回归中实际上求解的是![](data:image/x-wmf;base64,183GmgAAAAAAAGAFQAIBCQAAAAAwWQEACQAAA+UBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBQAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AL8DHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAACfo8dkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAVHm8AQUAAAAUAqABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+jx2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHl4HwQAAwUAAAAUAqAByAIcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAAFAlXXajCAowAAAKAAAAAAAJ+jx2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHF4AAMFAAAAFAKKARIBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQJV12aSMKZAAACgAAAAAACfo8dkAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAACieAADBQAAABQCoAHAAQkAAAAyCgAAAAABAAAAPXgAA50AAAAmBg8AMAFBcHBzTUZDQwEACQEAAAkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAYN5AAYABQACBIY9AD0CBIS4A3EDABwAAAsBAQEAAgCDVAAAAAoCAIN4AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ASrQAigUAAAoARBhmSkQYZkq0AIoFMNAZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，是对真实值的一个近似。实际上将逻辑回归式子整理得到：![](data:image/x-wmf;base64,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)，
* 在关于逻辑回归的讨论中，我们均认为y是因变量，而非![](data:image/x-wmf;base64,183GmgAAAAAAAIADIAQBCQAAAACwWQEACQAAA/MBAAAEAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgBIADCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9AAwAA2AMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACQAAFAAAAEwIAAigDBQAAAAkCAAAAAgUAAAAUAowDLgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+jx2QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAxeQADBQAAABQCbgFsARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAAAn6PHZAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAcHkAAwUAAAAUAowDUAIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAJ+jx2QAAAAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAHB5AAMFAAAAFAKMAwwBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQJV120TQKkgAACgAAAAAACfo8dkAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADmAAAACYGDwAlAUFwcHNNRkNDAQD+AAAA/gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAMACwAAAQACAINwAAABAAIAiDEAAgSGEiItAgCDcAAAAAAAAgoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC0AIoFAAAKANA4ZivQOGYrtACKBWDcGQAEAAAALQEDAAQAAADwAQIAAwAAAAAA)，这便引出了逻辑回归于线性回归最大的区别，即逻辑回归中因变量为**离散值**，而线性回归中因变量是**连续的**；
* **相同点**：
  + 二者都可以使用极大似然估计来对训练样本进行建模。线性回归使用最小二乘法，实际上就是在自变量x与超参数![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABQJV12+CAKkwAACgAAAAAACfo8dkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcQAAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC0AIoFAAAKAAAvZm4AL2ZutACKBWDcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)确定，因变量y服从正太分布的假设下，使用极大似然估计的一个化简；而逻辑回归中通过对似然函数

![](data:image/x-wmf;base64,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)

的学习，得到最佳参数![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABQJV121BkKoAAACgAAAAAACfo8dkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcQAAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC0AIoFAAAKAGAGZs5gBmbOtACKBWDcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)；

* + 二者在求解超参数的过程中，都可以使用梯度下降的方法，这也是监督学习中一个常见的相似之处。

## 问题2：当使用逻辑回归处理多标签的分类问题时，有哪些常见的做法，分别应用于哪些场景，它们之间又有怎样的关系？
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