***Final Project – Snake***

*Jonathan Anton & Camil Blanchet*

*CS 5100: Foundations of Artificial Intelligence*

***Snake Background***

![A picture containing text, clock

Description automatically generated](data:image/png;base64,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) The popular arcade game snake is a single-agent dual-purpose game. Snake takes place in a n*x*n grid where a constantly moving Snake agent seeks food. When the Snake agent’s head eats food the snake body grows by one unit. The objectives of snake are to grow as long of a snake body as possible. If the head of the snake runs into the outside of the grid or into its own body then the snake dies and the game is over. This format leads the snake agent to seek out intelligent paths to efficiently eat the randomly generated crumbs of food. The snake must minimize the area its body takes up as it gets longer as to not close off areas of the grid whereby food might generate once the current food objective has been eaten.

***Online Resources***

There are many examples of simple Snake implementations where-by rule-based agents can achieve a perfect score. PythonSpot’s simple AI agent finds the shortest path the current food location on the grid (1). Amnika Choudhury provided useful background comparing the performances of convolution neural network trained with Q-learning which outperformed both a deep q-learning network based agent and human performance for both game score and survival time. Her writing follows work from researchers at the University of Poland who also implemented a genetic algorithm (2).

Several other useful resources were found but they were either out of scope to be useful for this project or behind a paywall. An evolution-based agent written by Peter Binggeser from Becoming Human would have been a useful resource (3) as would a Toward Data Science literature review titled ‘Training a Snake Game AI: A Literature Review’ written by Thomas Hikaru Clark (4).

***Snake Platforms***

The most popular python implementation of snake can be found on the OpenAI Gym (5). While OpenAI Gym provides a useful resource, we decided to stick with a simpler snake game loop in order to ensure that our modifications to the game logic and agents being used didn’t cause unnecessary bugs in other parts of the codebase. For this reason, we used Wajiha Urooj’s implementation using PyGame (6).

***Performance Measures***

The primary performance metric will be total size of snake when the game is over. The size of the snake is directly proportional to how many ‘food’ bites the snake has eaten. A superior agent is the agent that attains the largest size. If two agents tend to perform similarly in terms of average size when the game is over than a secondary metric to compare is path efficiency. This can be evaluated based on the total number of steps taken before death, with a lower number of total steps for the same length achieved indicating more efficient routing.

***Results***

Running our Manhattan, A\*, Longest Path and Hamilton agents through 1000 iterations of Snake the following statistics were achieved.

|  |  |  |
| --- | --- | --- |
| **Agent** | **Average Length** | **Average Steps** |
| Manhattan | 10 | 80 |
| A\* | 4 | 35 |
| Longest Path | 8 | 72 |
| Hamilton | 25 | 111 |
| Deep Q-Learning | X | X |

The Hamilton Agent performed the best of the agents tested taking an average of 111 steps to achieve an average length of 25. The second performing agent was the Manhattan agent achieving an average length of 10 while taking 80 steps. Next, the Longest Path achieved 8 length while taking 72 steps. The lowest performing agent was A\* agent, achieving 4 length with an average of 35 steps.

***Discussion***

We constructed this project to be a modular plug and play design where any number of ai agents could be created and given from the command line, and their performance metrics measured and compared. Our intention was to build several ai agents, measure their performance, and have them compete for who could obtain the highest score with the lowest cost.

We ran into several issues while implementing and running our ai agents; given more time, we would make several improvements. First, we chose PyGame as the framework to build and run Snake, and this seems to come with some limitations. There are times where certain key events in rapid succession seem to cause problems for the snake and can even lead to a game over. We also noticed flukes with the collision detection with certain key events in rapid succession. We suspect that a different game library might have yielded us different results.

Another point of improvement is with the A\* algorithm. It performs well, however its heuristic is leading it to choose a shortest path between the snakehead and food. In certain games, this is a useful technique, however as the snake grows larger, it often becomes more helpful to pick longer and longer paths to the food to avoid your tail. This is where the idea of a longest path agent came into play; if a snake can choose a longer or longest path to the food, it could effectively maximize the space on the board and avoid its tail. The attempt of longest path agent was to examine paths and neighbors, and if space allowed, successively expand paths between points until a sufficiently long path is returned. The implementation is close, but not quite right; given more time this technique should prove valuable. The last algorithm was an attempt at a Hamilton search agent, which attempts to make a cycle of the board and eat the food along the way, raising its score while also avoiding its tail.
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