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# 标题:未找到标题  
## 关键字: 未找到关键字  
## 作者: 严伯钧  
## 当然，以下是补全标点符号和修订错别字的文本：  
  
我科研的最新进展来了啊，自从上次出师不利，搞李德宝原子阵列，一下子就提到了格点规范场论这个铁板。我立刻跟我老板呢，开了个会，讨论了一下接下来的方向。由于我这个科研啊，算是个个人科研项目，并没有特别大的科研压力，所以对于出成果也没有什么硬性要求。那不如就把脑洞开的大一点，反正现在AI最火，尤其是神经网络是当红“榨汁机”，而神经网络当中也分很多不同的架构。这些架构当中最火的当然是Transformer架构，这个架构就是用来做自然语言分析，目前看来最好用的整个GBT呢，就是基于这个Transformer架构搞出来的。  
  
现在全世界的科技大公司啊，多多少少都在这个方向努力。前段时间小渣不还表示说，他要买几十万张显卡来训练他们的大模型吗？这个领域啊，已经红到不行，卷到不行了啊。那我的科研不如就把脑洞开大一点，要不，想想是不是可以用量子计算的办法来盘一盘这个Transformer架构呢？因为如果我们去看关于神经网络，关于Transformer的论文啊，会发现这个里面的数学表达式跟量子物理简直不要太像啊。而且量子计算的效率在这些矩阵运算方面呢，理论上应该是比传统计算机效率要高很多的。如果能用量子计算做一个高性能版本的Transformer架构，那是不是就可以让这个领域更上一层楼了呢？甚至可以说是革命性的变革呢。  
  
当然啊，这么显而易见的大脑洞，肯定是有人做的。所以第一件事就是在TXYZ上问一下，有没有人在做这个领域。有AI查询的好处啊，就是你可以直接把你想做的东西用自然语言描述一下，写一长串话都没有关系。不像传统用这个谷歌Scholar之类的，还得了解关键词，找出来的东西还不一定是你想要的。我这么简单的一问啊，发现果然啊，关于这个领域已经有一些论文了，但都不火。这就说明，这是个可做的领域。  
  
但问题又来了，要做这个研究，除了懂量子物理，还得懂Transformer。为了懂Transformer，那就必须要看那篇超级著名的Paper了，“Attention is All You Need”（你所需的只是注意力）。那这篇文章呢，是二零一七年八位谷歌的研究人员发表的，据说这八个人现在都已经另谋高就了，其中就有OpenAI的技术大佬伊利亚。这篇Paper啊，就是现在为什么AI那么火的始作俑者，是电机之作，所以这篇论文是必读的。  
  
虽然我有TXYZ的帮助，哎，读这篇论文还是太费劲了，因为我不是AI专业的。为了理解这篇论文，我就得系统学习一下神经网络的相关知识。刚好我边学边给大家分享，大家也就约等于把这个世界目前最先进前沿的科技之AI之神经网络之Transformer呀，也学习了一遍。TXYZ呢，不仅可以查找论文，读论文，还可以帮你做学习计划呢。  
  
那我就跟他说，我要系统学习一下神经网络的知识，他立刻就给我来了个学习计划，总共要理解这么八点：要知道什么是神经元，什么是分层，什么是激活方程，什么是权重和Bias，什么是前传递，什么是后传递，什么是训练，什么是深度学习。好了，要学什么我知道了，那我咋学呢？直接就给我推教材了呀，而且是那种网上直接能看到的啊，不用买书的。这本书就相当好啊，Michael Nelson的《New Networks and Deep Learning》。  
  
好了，不说了啊，我这就去系统学习神经网络了，等我边学边更新。我帮你咀嚼以后啊，相信大家就更加容易懂什么是神经网络了。听没听懂都点个赞呗！
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# 标题:未找到标题  
## 关键字: 未找到关键字  
## 作者: 严伯钧  
## 哎妈不得了啊，搞学术的小伙伴们奔走相告啊！估计大多数人都不知道，ChatGPT 最近出了个大杀器吧？那简直是科研人员的福音啊！这就是传说中的 plugin 啊，插件。这个东西啊，就像早年某果的应用商店一样，用户可以选择用不同的插件来实现原本 ChatGPT 实现不了的功能。作为一个科普博主，当然最关心能不能帮我更快速的了解科研的前沿内容。我就看到这么一个叫做 txyz.ai 的插件，看这个名字啊，“时空” txyz，可不就是一维时间坐标加三维空间坐标吗？就这个 logo 啊，实在是丑了点，估计某宝五十块钱做了。Anyways 啊，这个 ChatGPT 呢，原本是没有办法帮用户读论文的，但这个 txyz.ai 类的插件用了之后呢，读论文就变得贼快了。  
  
啊，这搞科研的都知道，由于发论文的过程啊，旷日持久，论文从递交到发表，差不多要一年时间，黄花菜都凉了。所以，大家在发表论文之前啊，都会在这个 archive 上先发上去，让所有人都可以免费的看。所以，专业的科研人员刷的不是 Nature、Science，而是康奈尔大学搞的这个 archive。  
  
这个 txyz.ai 的这个插件厉害的点就在于啊，你在 ChatGPT 装上以后啊，就能够直接问 archive 里的文章了。原版的 ChatGPT 不管是 3.5 还是 4，你要直接问他一篇论文如何理解，他是做不到的。但用了这个 txyd.ai 插件的，简直是神了。你可以直接问，比如我自己这篇文章，啊，这个输入他的编号，你看他就直接分析了。除了输入编号，也可以输入论文的标题，他也可以给你找到；输入论文的 URL 地址，居然也能找到。哎，这个也太智能了。  
  
更逆天的事啊，他居然可以同时问多篇文章。比如，你比较文章 A 和文章 B，然后呢，你都不用读这篇文章，你就知道这篇文章在讲什么了。就比如你问：“这篇文章创新之处在哪里？”哎，你看他就说：“哎，巴拉巴拉巴拉。”再比如问问：“这篇文章里用了什么方法？”又是“巴拉巴拉巴拉”。哎，这讲的还真详细啊，直接给你把文章里用到的七个方法全给你啊，这个分门别类的给他列出来了。  
  
更加厉害的是，你问他文章里面哪个公式是啥意思，你看，equation to，他连公式都能给你读出来。我觉得他的回答内容啊，可以说是相当到位的。没想到这个回答质量还很有保证。我感觉我的饭碗啊，就要被这个 txyz.ai 给他抢了啊。但是呢，犹豫再删。这么炸裂的东西，不能我一个人独享。  
  
要知道，啊，科研人员平时读论文那老费事了。我试了一下啊，这不光读物理的论文，其他领域的论文，像一篇一百四十多页的一个经济学论文啊，问了差不多十个问题，居然就搞明白这篇一百四十多页的经济论文在说啥了。感觉以后我做节目方便多了啊。要不我专门以后出个专辑，就叫“今日论文速递”吧，哈哈。  
  
当然啊，这虽然能帮我们快速了解一篇论文，甚至还能够帮助我们进行论文之间的对读，原文还是很重要的。不过，这个 txyz.ai 的插件啊，至少能帮我们抓重点的，带着问题读原文啊，这效率它就高多了。科研人士奔走相告啊，不能我一个人 happy。听没听懂都点个赞呗。  
  
  
（注：以上文本中，“## 视频ASR文本：”部分已经补全了标点符号，并对一些明显的错别字进行了修正。
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# 标题:未找到标题  
## 关键字: 未找到关键字  
## 作者: 严伯钧  
## 啊，以下是补全标点符号并修正错别字的文本：  
  
---  
  
奈飞的三体啊，我已经看过了。啊，奈飞的三体可以说是在剧里面直接宣布了“闲论”被证实了。搞“闲论”的人看了应该很开心，但里面没有明说，是通过一段画面展现的。啊，估计绝大部分人都没有看出来，就是这张图。好，那么说这个之前，我们先来说说看这个剧啊。怎么说呢？画面特效啥的确实可以，但这个魔改吧，感觉对原著党不是太友好。接下来是剧透预警啊！  
  
主要剧情呢，倒是都保留了，只是时间顺序换了。例如这个“阶梯计划”大幅提前，居然跟“面壁计划”同时发生，这就导致剧情过于紧凑，很多元素中的这种逻辑的铺垫啊，就缺失了。感觉这帮人啊，都没有什么决策过程，一拍脑袋，这些计划就全出来了，就全是这个托马斯·韦德一个人说了算。  
  
但是这个人物关系吧，可以说是把zzzq玩得也太溜了，直接把三部曲里的主要人物给凑成了一个小团体。猜猜看啊，首先把汪淼变成了个女的，墨西哥人；然后呢，把诚心早生了很多年，变成了汪淼的闺蜜，设定呢是个华裔。然后呢，原书中发生在汪淼身上的剧情啊，就是玩“三体游戏”的剧情，都给了诚心。光秒啊，就压根没玩过这个游戏，逻辑呢，变成了一个小黑。第一季里面稀里糊涂的成了面壁人。然后呢，面壁人还少了一个，就仨，云天明啊，倒是一如既往的是成心的舔狗，苍白的英国书呆子形象。  
  
你看这个小组里面啊，种族的diversity很高了吧？不行，光照顾种族不行的。我们都知道啊，在这种传统的欧美影视作品中啊，这个小队组团打怪的剧情，肯定得有一个活跃气氛的胖子。比方说，《指环王》里的Sam，《蜘蛛侠》的基友叫啥来着？（哎，也是个胖子。后来《复联四》里面呢，雷神也变成了个胖子。所以呢，三体小组里面必须有个胖子。然后呢，就把这个书里面云天明的朋友胡文也给抓进来，放到这个小组里面。猜猜看他是个胖子。然后呢，毕竟胡文的戏份很少啊，所以这个剧里面安排他很快就下线了，并且留了遗产给云天明治病。云天明呢，也从肺癌换成了胰腺癌。可能考虑到胰腺癌的绝症属性啊，比肺癌更强，毕竟乔布斯啊，都是被胰腺癌给带走的，这样看可能更合理。  
  
然后呢，胡文就被设定成了被申玉飞给干掉的，不是指使哦，是亲自动手。啊，他很难打哦。但这个申玉飞吧，原著里好歹是个科学家，结果剧里面就变成了个纯打手。感觉呢，是跟叶文杰身边的那个什么核弹女孩结合了。关键原著里面申一菲是拯救派，剧里面呢，就被搞成了降临派。  
  
然后呢，这个五人小组啊，被设定为牛津大学的什么物理天才五人组，他们同时都是杨东的学生。杨东呢，变成了叶文杰跟这个伊文斯的女儿。然后呢，张北海呢，变成了陈星的男友，是个印度人。陈星呢和汪淼变成了圣母心泛滥但又别别扭扭的存在。我感觉看下来啊，只有史强是还原度最高的这个人物。魔改吧，为了剧情紧凑，我也表示理解，那毕竟这个特效水平摆在那里，细节还是比较到位的。  
  
我就着重讲开头我们说的这个镜头。这是啥啊？这就是这个电视剧宣布承认“闲论”正确性的证明了。剧情里是诚心和这个韦德进入游戏，三体人向他们展示质子是怎么做的。原著里呢，好像是对史强和汪苗展开的。（哎，我也不太记得了。  
  
中间这个形状啊，就是描述质子低尾展开。你仔细看这个形状啊，这个形状可不是随随便便的科幻想象。这个形状是有出处的，它叫卡拉比丘流行啊，卡拉比奥 manifold。那个“丘”呢，就是丘神童，是丘神童啊，在七十年代做的工作，影响是非常深远的。这个东西呢，我以前只是听过，知道他长这样，但具体是啥，我也没有学过，毕竟我也不是搞“邪论”的。  
  
所以呢，就可以通过txi.z.ai这个网站一通问几下，你就搞明白了。你要不想听我说的话，自己去试试看，很快啊，就能知道。问下来呢，我来总结融汇贯通一下
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# 标题:未找到标题  
## 关键字: 未找到关键字  
## 作者: 严伯钧  
## 今天继续讲我的科研进展，啊，没想到这才第二天，我的科研之路就踢到了铁板，咋回事呢？上一集讲了我跟随了一位知名的理论物理学家，在 t x y z 的 ai 辅助下，重启科研之路。然后呢，我要做的方向是量子计算。量子计算的理论呢，其实八十年代就已经研究的比较明白了，但是实际上要做出来异常的困难，因为你要制造稳定的量子比特，这也太难了。现在主流的方向有那么几个，其中超导系统是个特别主流的方向，但是最近有个异军突起的方向，就是我上集说的我的研究方向啊，就是用里德堡原子 来做量子比特，这个方向。这个方向呢，去年特别的火，因为哈佛一个团队啊，用这个方向做出了四十八个逻辑比特，这个可比以前的超导方案多了一个数量级啊，以前呢，就两三个逻辑比特就了不起了。所以说异军突起。  
  
昨天呢，我在 t x y z 的帮助下，已经迅速的把李德包原子给学习了一遍，有了大概的认知。然后 t s y z 就给我推荐了一篇最前沿的理论文章，就是这篇啊，"Emergent Gauge Theory in Rydberg Atom Array"，啊，中文直译过来就是“里德堡原子阵列中涌现的规范理论”。好吧，啊，这个我想说，光看这个标题其实我就知道这篇论文想说什么了，你们信吗？  
  
所谓李德宝原子啊，就是用激光持续照射像如原子这样的原子，让它的外层电子始终保持在极高的能级，主量子数可以到 n 等于五百。然后呢，由于能级很高，所以外层电子半径贼大，这样里德堡原子相互作用的时候呢，激光就不会被干扰。在主色效应的作用下呢，两个里德堡原子可以构成一个量子比特。对于量子计算机来说啊，光有量子比特是不够的，量子比特是不够稳定的，不能用来做计算，目标呢，是要把量子比特组合在一起，变成逻辑比特，逻辑比特拥有很长的相干时间，可以用来做计算。  
  
那么自然而然呢，就可以想到，我们是不是可以把多个量子比特纠缠在一块，形成一个整体的多体量子系统，这样就有比较长的相干时间，能够构成啊，逻辑比特了。哎，那么就好理解了啊，俩李德堡原子是一个量子比特，那我把 n 个李德堡原子对用某种方式纠缠在一起，是不是就是逻辑比特了呀？那 n 个李德堡原子对纠缠在一起是什么呢？哎，可不就是个阵列吗？那不就是个 Readbook Atom Array 吗？我想这篇文章啊，讲的就是在理论上如何处理李德堡原子阵列。  
  
于是呢，我就用 t x y z 研读了一下这篇文章，一下就给我把重点抓出来了，这说了啥呢？核心就是说，如果我们把这个李德堡原子阵列做一些近似处理，抓重点，就可以一顿推导，发现这个适用于李德宝原子阵列的理论啊，就叫做 Lattice Gauge Theory，传说中的格点规范理论。标题里的 Emergent 涌现的指的就是这个格点规范理论啊，哎，不是一开始就在这个李德宝原子阵列系统里面的，而是经过了对模型的处理，一顿推导，发现自然的从里面渗透出了这个规范理论。  
  
规范理论呢，那就已经是个大坑了啊，杨振宁先生的杨米尔斯理论啊，讲的其实就是规范理论，是一种特殊的规范场，叫非对异性规范场。什么 SU(2) SU(3) 规范场啊，一下就让我回到了大学里面被量子色动力学支配的恐惧当中。非对异性规范场的可以说是启发了六七个诺奖成果的理论啊，比如我们熟悉的上帝粒子啦，渐进自由啦，自发对称性破学啦，弱电统一理论啦，标准模型啦，都是从这个里面出来的。  
  
规范场就很难了，前面还加个 Lattice，格点这个坑就更大了。于是呢，我赶紧咨询了一下我的导师，我的导师看完以后就俩字：拉倒。格点规范场坑太大了，因为迄今为止格点规范场基本都是靠计算机去数值解，除了加州理工其他业务的模型以及麻省理工的文小刚教授的 String Net 模型，基本上就没有什么可以严格求解的。但我这不初生牛犊吗？不信邪呀。  
  
于是我就又问了一下 t x i c，为啥 Lattice Gauge Theory 是个大坑，为啥不能解析解？t x i z 说，这是因为格点规范场啊是非线性的。得了，这都非线性了，还解释个啥呀，妥妥的上数值解啊。但为啥格点规范场是非线性的呢？那就继续问呗。哎，你看啊，他说的是因为规范场论的相互作用都是在格点上的，格点之间的距离是有限的，无法用连续规范场里的近似展开呈现
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# 标题:未找到标题  
## 关键字: 未找到关键字  
## 作者: 严伯钧  
## 三题里面有一句名言叫“物理学不存在了”，啊，这是科幻小说里的情节。但自从看了谷歌前段时间发了一篇关于天气预报的文章以后，啊，我觉得物理学可能真的要不存在了。这篇文章说的是谷歌搞了一套AI的深度学习的模型，实现了比以往的这个模型要准确的多的多了这个天气预报系统。具体怎么做的呢？我虽然没太看懂，但是里面有一张图啊，可以说是直接把物理学给他干的不存在了。就是这张图：  
  
可以看出，传统的天气预报收集了数据以后，要先放到物理定律里面算一算，然后再继续进行这个数据处理和计算。新的办法啊，就是这个“mat net 杠二”的办法，直接跳过了物理定律，直接就给他干到AI神经网络里面了。然后呢，给出了更好的预测：能预测更长时间的天气，啊，这个能预测方圆一公里以内的小尺度天气变化，还能预测两分钟高频率的这个天气的变化。居然不要物理学，还能有更好的结果，这是不是有点震碎我们的科学观呢？  
  
这引发了我的深度思考，啊，但后来呢，我就想通了。其实前两年，我就觉得物理学啊，他本来就不存在，任何科学哲学，不过是我们认知世界的一个思维模型。当然，那个时候，我还是只是因为学习了休谟的哲学理论，才得出的猜想。但谷歌这个天气预报，就直接给出了验证。  
  
那此话怎讲呢？如果从功利一点的角度上来说，我们为什么要研究科学？功利角度哈，不是说那些对自然的好奇心啥的高大上的追求。从功利角度来说，人类追求科学，甚至在科学之前搞的什么巫术啊、宗教啊、哲学这些东西，总的来说，就是对抗不确定性。因为人作为生物啊，一切生物的第一属性就是求存，要活下去，而阻碍生物活下去的最大的敌人，就是不确定性。想想三体人为啥要征服地球啊？可不就是因为三体心有三太阳，完全就是彻底的不确定性吗？  
  
所以，追求确定性，对抗不确定性，换个说法叫预测未来，其实是生物体，尤其是人类这样的智慧生物的本能的追求。在没有科学时代，人类靠啥？靠占卜，靠算卦，靠塔罗牌，靠预言，水晶球，靠魔镜，对吧？都想知道未来，用来对抗不确定性，才能更好的活下去。  
  
那科学诞生了，人们开始用科学对抗不确定性，用总结出来的科学规律开始了逻辑推演预测未来。就说这个物理学，物理学是用数学作为语言的实证科学，那为什么谷歌这个天气预报把物理学给他扔掉了，反而还更准确了呢？因为用数学作为语言，对万物进行描述和预测的物理学本质是什么？这是一种理想化的抽象，这个理想化的抽象过程，其实是扔掉了大量的信息的。  
  
我们学习物理的时候，经常碰到的语言是什么？理想状态下，光滑无摩擦，只有质量没有大小的质点，啊，真空中的球形鸡，对吧？这些只在理想状态下成立的物理定律，其实是依据大量在真实条件下的物理实验当中，我们抽象总结出来的规律，对吧？那这些规律呢，用美好的数学函数描述，这些数学公式啊，含有的信息量，其实是极其有限的。而真实实验总是有误差，碰到了真实世界的物理系统，越复杂，包含的信息量就越多，相应的，用简单的物理学公式去描述越复杂的世界，丢失的信息也就越多。  
  
尤其是像天气预报这种复杂系统，我们在实际应用中，用物理公式去进行代入，其实恰恰是因为在过去，我们的算力不足，数据量不够，所以需要用一个物理公式去进行近似和模拟。如果我真的有一个全知的拉普拉斯，要明确的告诉我所有粒子的运动轨迹，那我根本不需要从中总结出物理规律，我直接看答案就行了对不对？  
  
也就是只要我们的算力达到了，数据量足够，用物理定律进行抽象，会让中间过程丢失掉很多信息，而系统又非常的敏感，这种丢失掉的信息会让我们的误差变得很大。这其实就是谷歌这个新的天气预报系统告诉我们的：当计算能力跟数据量足够的情况下，抛弃物理定律，让信息避免丢失，反而会达到更好的效果。  
  
这个其实给我们未来研究物理学，甚至不光是物理学，研究任何其他学科，都提供了新的思路。尤其理论物理现在瓶颈了，啊，理论物理其实是以数学为语言的，它不过是一种思维模型。未来我们是不是可以借助强大的神经网络AI，发明出一套不仅仅以数学之外描述物理现象的体系？这个语言体系哎，说不定会有更加精确的效果。所以AI倒不是让物理学不存在了，而是可能会让以数学为语言的物理学在某些领域变得不必要存在了，甚至还会拖后腿。AI可能会在未来给我们带来一套啊，全新语言的物理学。  
  
听没听懂的，点个赞呗！