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Abstract

Precision mental health seeks to select the right treatment for a patient given personal characteristics. The purpose of this project was to build a machine learning model that could select among first-line medication treatments for cigarette smoking. We used data from a previously completed comparative effectiveness trial in which participants were richly characterized at baseline before being randomly assigned to varenicline, combination nicotine replacement therapy, or nicotine patch. We built a model predicting treatment success (abstinent vs. smoking) using baseline characteristics and their interactions with treatment. Models were fit, selected, and evaluated using nested cross-validation and the performance metric area under the receiving operator characteristic curve (auROC). Our best models had a median auROC of 0.69 in held-out test sets. We used this model to calculcate probabilities of treatment success for each participant on each of the three treatments to identify their model-predicted best treatment. Individuals who were matched to their model-predicted best treatment during the original trial were more likely to quit successfully at 4 weeks than individuals who were not (OR = 1.382, p = 0.014) but not at later timepoints. This project produces a clinically implementable treatment selection model to assist people quitting cigarette smoking.

## Introduction

Precision medicine seeks to guide and personalize treatment selection using individual difference characteristics that are likely to predict treatment success for each patient (Bickman 2020). Successful precision medicine would increase the likelihood of treatment success for each patient because each patient receives the treatment predicted to work best for them. It would also improve treatment effectiveness rates across the population because each treatment is administered only to the patients for whom that treatment is expected to be their best option.

Precision mental health is the application of the precision medicine paradigm to mental health conditions (DeRubeis 2019; Insel 2014; Bickman, Lyon, and Wolpert 2016; Bickman 2020). Precision mental health models may allow us to select among these treatments to improve mental healthcare. Treatments for mental health conditions are usually no more than moderately effective, and many treatments for the same disorder can be quite comparable (Lewis et al. 2020; Weisz et al. 2019; Adjei and Ali 2022). Consequently, many researchers have pursued precision mental health in recent years (DeRubeis 2019).

Despite the abundance of research, much less progress has been made to personalize treatments for mental health disorders compared to treatments for medical disorders (Bickman, Lyon, and Wolpert 2016; Bickman 2020; Kranzler et al. 2017; Oliver and McClernon 2017; Kessler and Luedtke 2021). One possible reason for this is that many factors influence heterogeneous, complex clinical phenomena like mental health diagnoses and treatment success (Feczko and Fair 2020). Thus, any single feature (i.e., predictor variable) cannot account for more than a small portion of the variance in treatment success (Kessler and Luedtke 2021; Insel 2014). Precision mental health efforts so far, however, have largely focused on personalizing treatments using only a single feature (DeRubeis 2019). It is perhaps unsurprising that models that consider only one or a small handful of features - which also limits considering features from different categories concurrently - have failed to capture the real-world complexity underlying clinical phenomena like treatment success.

Additionally, because models are typically developed and evaluated in the same sample, the models may become very overfit to that sample (Jonathan, Krzanowski, and McCarthy 2000). This problem is exacerbated in precision mental health because sample sizes in psychological research have remained relatively small despite recommendations to increase sample size (Marszalek et al. 2011). Consequently, precision mental health models rarely generalize well to new patients.

To capture sufficient complexity to predict treatment success, we need to increase the total number of features in precision mental health models. Incorporating more features, however, makes overfitting the data more likely. Thus, successful precision mental health requires an analytic approach that can handle high-dimensional data without becoming too overfit to generalize to new patients.

### Applying machine learning approaches

Machine learning may be able to advance precision mental health goals (Bickman, Lyon, and Wolpert 2016; Dwyer, Falkai, and Koutsouleris 2018; MacEachern and Forkert 2021; Mooney and Pejaver 2018). These models use statistical algorithms trained on high-dimensional arrays (hundreds or even thousands) of features (James et al. 2013; Kuhn and Johnson 2018; Ng 2018). Machine learning uses various techniques (e.g., regularization, hyperparameter tuning, simultaneous consideration of many model configurations) within resampling methods such as cross-validation to accommodate high-dimensional sets of features while reducing overfitting (James et al. 2013; Kuhn and Johnson 2018; Ng 2018; Mooney and Pejaver 2018; Krstajic et al. 2014; Jonathan, Krzanowski, and McCarthy 2000). Thus, we can build precision mental health models that capture complex clinical phenomena and generalize accurately to new data.

### Cigarette smoking as a critical precision mental health target

Combining precision mental health and machine learning may be able to improve treatment for cigarette smoking. Smoking remains an enormous public health burden. Tobacco is the leading cause of preventable death in the U.S., accounting for more than 480,000 deaths annually (National Center for Chronic Disease Prevention and Health Promotion (US) Office on Smoking and Health 2014; Schlam and Baker 2013; Cornelius 2020). Individuals who smoke have two- to three-fold likelihood of death across causes and lose over a decade of life expectancy (Jha Prabhat et al. 2013). Although rates of smoking have declined considerably, approximately 14% of U.S. adults continue to smoke daily or near-daily (Cornelius 2020; Substance Abuse and Mental Health Services Administration 2023). Additionally, cigarette smoking rates remain much higher in potentially vulnerable populations. This includes people with chronic or severe mental illness including other substance use disorders; Native American and non-Hispanic Black individuals; individuals who are economically and educationally disadvantaged; people in the criminal legal system; people experiencing homelessness; individuals who are uninsured or insured through Medicaid; and people who identify as lesbian, gay, or bisexual (Baker and McCarthy 2021; Jamal et al. 2015; Cornelius 2020; Kelly et al. 2012; K. Cropsey, Eldridge, and Ladner 2004; Harrison et al. 2020; Baggett, Tobey Matthew L., and Rigotti Nancy A. 2013; Soar et al. 2020).

The best available smoking cessation treatments are modestly effective. The medications varenicline and combination nicotine replacement therapy (C-NRT) are the most effective options when combined with psychosocial counseling, yielding 6-month treatment success rates of 30-35% (Cahill et al. 2013; Schlam and Baker 2013; Rigotti et al. 2022; Fiore et al. 2008; Baker and McCarthy 2021). Varenicline and C-NRT appear to be equally effective (Cahill et al. 2013; Baker et al. 2016). Indeed, national clinical guidelines note that “there are no well-accepted algorithms to guide optimal selection” between any of the first-line medications ((Fiore et al. 2008), p. 44). These facts suggest a critical need for precision mental health approaches in the cigarette smoking domain.

#### Previous research

To select among treatments for smoking cessation, precision mental health models must include *many features* and *multiple treatments* as inputs. Using a high-dimensional array of features is necessary to predict a complex clinical outcome like treatment success. Including multiple treatments allows for interactions among treatments and features that are needed to make differential predictions by treatment.

There is a large body of research identifying features that predict overall treatment success (i.e., irrespective of treatment) (Lai et al. 2021; Kaufmann et al. 2015; Kaye et al. 2020; Piper, Schlam, et al. 2017; Issabakhsh et al. 2023; Etter, Vera Cruz, and Khazaal 2023) or treatment success when using a single treatment (Massago et al. 2024; Coughlin et al. 2020). However, these models that do not include multiple treatments do not offer an actionable way forward to select among treatment options. Even research that shows who might succeed within a specific treatment has limited utility for treatment selection: what does this mean for a patient who is not predicted to succeed using that treatment?

Some research has begun to build models that consider multiple treatments simultaneously (Chen et al. 2020; Shahab et al. 2019; Schnoll et al. 2009; Glatard et al. 2017; Chenoweth et al. 2016; Lerman et al. 2015; Siegel et al. 2020; Kaye et al. 2020; Piper et al. 2016; Piper, Cook, et al. 2017; Piper, Schlam, et al. 2017). However, each study examined only a single feature or examined each feature in a separate model, which cannot explain sufficient variance in complex clinical outcomes.

#### Opportunities for treatment selection

Although there is not yet much research selecting among smoking cessation treatments, there may be reason to expect that some treatments may work better than others for a specific individual. First, there is enormous heterogeneity among people who smoke cigarettes (Oliver and McClernon 2017; Wang et al. 2009; Zheng et al. 2013). Second, smoking cessation medications have distinct pharmacological mechanisms of action that may affect how helpful they are for different people (Cahill et al. 2016; Jordan and Xi 2018; Lieberman 2004). Third, the many behavioral and environmental features that have been shown to predict overall treatment success may also guide treatment selection, alone or in combination with medication mechanisms of action (Bickel et al. 2023). Finally, there is some evidence of differential effectiveness, adherence, and preference for treatments across individuals (Heckman et al. 2017; Fiore et al. 2008; Tønnesen et al. 1993; Gonzales et al. 2014; K. L. Cropsey et al. 2017; Lindson et al. 2019).

## Purpose

The goal of this project was to evaluate the clinical benefit of a treatment selection model. Specifically, we assessed whether using our model to select among medications for smoking cessation can increase abstinence following quitting smoking. We also assessed whether any treatment benefit is fair such that it performs equitably across demographic groups. To increase confidence in any clinical benefit we observed, we also evaluated model performance (i.e., is there predictive signal?) and interpreted our model (i.e., how does our model work?).

## Methods

### Transparency & openness

We adhere to research transparency principles that are crucial for robust and replicable science. We reported how we determined the sample size, all data exclusions, all manipulations, and all study measures. We provide a transparency report in the supplement . Finally, our data and other study materials are publicly available on our [OSF page](https://osf.io/qad4n/), and our annotated analysis scripts and results are publicly available on our [study website](https://jjcurtin.github.io/study_match/).

### Data

The data for this project came from a completed randomized controlled trial conducted by the University of Wisconsin (UW) Center for Tobacco Research and Intervention (CTRI) (Baker et al. 2016). This trial compared the effectiveness of three cigarette smoking cessation treatments (varenicline, combination nicotine replacement therapy [C-NRT], and nicotine patch). Briefly, 1086 adults who smoked cigarettes daily and were looking to quit smoking were enrolled in Madison, WI, USA and Milwaukee, WI, USA. Smoking was biochemically verified. Participants were smoking approximately 17 cigarettes per day (*M* = 17.03, *SD* = 8.31) at study enrollment. Exclusion criteria included contraindicated medical (e.g., severe hypertension) or psychiatric (e.g., severe and persistent mental illness) conditions; current use of contraindicated medications; and pregnancy or unwillingness to use contraception while taking a study medication. Participants set a quit date with study staff and were enrolled for several weeks prior to the target quit date through at least 6 months following quitting smoking.

#### Treatment conditions

Participants were randomly assigned to one of three medication conditions: varenicline, C-NRT, or nicotine patch. For varenicline, participants began medication use prior to their quit attempt, starting with 0.5 mg once daily for 3 days, followed by 0.5 mg twice daily for 4 days. On the target quit date, participants increased to 1 mg twice daily and continued this dose for 12 weeks except in response to adverse events. For C-NRT or nicotine patch, participants initiated treatment on their quit date. Patch dosing was 8 weeks of 21 mg, 2 weeks of 14 mg, and 2 weeks of 7 mg. All individuals who received C-NRT were also instructed to use at least 5 lozenges per day (2 or 4 mg nicotine lozenges determined by time to first daily cigarette) for the full 12 weeks except in the case of adverse effects.

All participants also received counseling per clinical guidelines (Fiore et al. 2008). Participants received 5 in-person counseling sessions (pre-quit, quit day, week 1, week 4, week 12) and 1 phone counseling session (week 8). Counseling consisted of motivational interviewing/enhancement, supportive therapy, and skill training.

#### Individual difference characteristics

Participants were comprehensively assessed for individual difference characteristics prior to treatment randomization. These characteristics fall into several domains expected to relate to cigarette smoking cessation: tobacco-related (e.g., cigarettes per day), psychological (e.g., psychiatric diagnoses, distress tolerance), physical health (e.g., vital signs), social/environmental (e.g., living with another person who smokes), and demographic (e.g., age, sex). A detailed list of all available individual differences variables appears in [Table 1](#tbl-featurespdf).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 1: Individual Differences Characteristics Available for Model Features   | Demographic Characteristics | Feature Name | Type | # Items | | --- | --- | --- | --- | |  | Gender | Categorical (unordered) | 1 | |  | Age | Numeric | 1 | |  | Race | Categorical (unordered) | 1 | |  | Marital Status | Categorical (unordered) | 1 | |  | Income | Categorical (ordered) | 1 | |  | Ethnicity | Categorical (unordered) | 1 | |  | Employment | Categorical (unordered) | 1 | |

Source: [Make All Tables for Main Manuscript](https://jjcurtin.github.io/study_match/notebooks\mak_tables-preview.html#cell-tbl-featurespdf)

Table 1: Individual Differences (Continued)

| Smoking Use/History | Feature Name | Type | # Items |
| --- | --- | --- | --- |
|  | Baseline Carbon Monoxide | Numeric | 1 |
|  | Carbon Monoxide Exposure | Categorical (unordered) | 1 |
|  | Age of 1st Cigarette | Numeric | 1 |
|  | Age Became Daily Smoker | Numeric | 1 |
|  | Years Smoking | Numeric | 1 |
|  | Cigarettes Per Day (Heaviest) | Numeric | 1 |
|  | Use of Other Tobacco Products | Categorical (unordered) | 5 |
|  | Number of Previous Quit Attempts | Numeric | 1 |
|  | Last Recent Quit Attempt | Categorical (ordered) | 1 |
|  | Longest Quit Attempt | Categorical (ordered) | 1 |
|  | Previous Quit Methods Used | Categorical (unordered) | 6 |
|  | Cigarettes Per Day (Current) | Numeric | 1 |
|  | Motivation to Quit | Categorical (ordered) | 1 |
|  | Self-Efficacy for Quitting in Next 30 Days | Categorical (ordered) | 1 |
|  | Confidence to Quit | Categorical (ordered) | 1 |
|  | Importance to Quit | Categorical (ordered) | 1 |
|  | DSM5 Tobacco Use Disorder (American Psychiatric Association 2013) | Categorical (unordered) | 13 |
|  | Fagerstrom Test of Nicotine Dependence (Heatherton et al. 1991) | Categorical (unordered); Categorical (ordered) | 6 |
|  | Wisconsin Inventory of Smoking Dependence Motives-37 (Stevens S. Smith et al. 2010) | Categorical (ordered) | 37 |
|  | Smoke Menthol Cigarettes | Categorical (unordered) | 1 |
|  | Wisconsin Smoking Withdrawal Scale-2 (Stevens S. Smith et al. 2021) | Categorical (ordered) | 38 |

Source: [Make All Tables for Main Manuscript](https://jjcurtin.github.io/study_match/notebooks\mak_tables-preview.html#cell-featurespdf2)

Table 1: Individual Differences (Continued)

| Social & Environmental Characteristics | Feature Name | Type | # Items |
| --- | --- | --- | --- |
|  | Spouse Smokes | Categorical (unordered) | 1 |
|  | Live with Another Smoker | Categorical (unordered) | 1 |
|  | People Close to You Who Smoke | Categorical (unordered) | 5 |
|  | Ban on Smoking at Home | Categorical (unordered) | 1 |
|  | Ban on Smoking at Work | Categorical (unordered) | 1 |
|  | Time Around Other Smokers | Categorical (ordered) | 2 |

| Mental Health & Psychological Traits | Feature Name | Type | # Items |
| --- | --- | --- | --- |
|  | Frequency of Drinking Alcohol | Categorical (ordered) | 1 |
|  | Quantity of Alcohol | Categorical (ordered) | 1 |
|  | Binge Drinking | Categorical (ordered) | 1 |
|  | Short Inventory of Problems-2 (Revised) (Kiluk et al. 2013) | Categorical (ordered) | 15 |
|  | Life Satisfaction | Categorical (ordered) | 1 |
|  | Life Enjoyment | Categorical (ordered) | 1 |
|  | Psychological Disorder Diagnoses | Categorical (unordered) | 7 |
|  | Positive and Negative Affect Schedule (Crawford and Henry 2004) | Categorical (ordered) | 6 |
|  | Snaith-Hamilton Pleasure Scale (Snaith et al. 1995) | Categorical (ordered) | 14 |
|  | Anxiety Sensitivity Index-3 (S. Taylor et al. 2007) | Categorical (ordered) | 18 |
|  | Distress Tolerance Scale (Simons and Gaher 2005) | Categorical (ordered) | 15 |
|  | Patient History Questionnaire-9 (Kroenke, Spitzer, and Williams 2001) | Categorical (ordered) | 9 |

Source: [Make All Tables for Main Manuscript](https://jjcurtin.github.io/study_match/notebooks\mak_tables-preview.html#cell-featurespdf3)

Table 1: Individual Differences (Continued)

| Medical & Physical Health | Feature Name | Type | # Items |
| --- | --- | --- | --- |
|  | Diabetes Diagnosis | Categorical (unordered) | 1 |
|  | Multidimensional Fatigue Inventory (Smets et al. 1995) | Categorical (ordered) | 20 |
|  | Berlin Sleep Questionnaire (Netzer et al. 1999) | Categorical (ordered), Categorical (unordered) | 3 |
|  | Body Mass Index | Numeric | 1 |
|  | Health-related Quality of Life Scale (V. R. Taylor and National Center for Chronic Disease Prevention and Health Promotion (U.S.). Division of Adult and Community Health 2000) | Categorical (ordered), Numeric | 4 |
|  | Healthy Days Symptoms Module (Moriarty 1996) | Numeric | 5 |

| Miscellaneous Features | Feature Name | Type | # Items |
| --- | --- | --- | --- |
|  | Treatment | Categorical (unordered) | 1 |
|  | Incarcerated | Categorical (unordered) | 1 |
|  | Works Third Shift | Categorical (unordered) | 1 |

Source: [Make All Tables for Main Manuscript](https://jjcurtin.github.io/study_match/notebooks\mak_tables-preview.html#cell-featurespdf4)

#### Treatment success outcome

Throughout study participation, treatment success was repeatedly assessed via biologically confirmed, 7-day point-prevalence abstinence. Point-prevalence abstinence assesses for any smoking (here, in the previous 7 days) and yields a single, dichotomous outcome of “abstinent” or “smoking.” Participants self-reported whether they had smoked over the past 7 days, and their report was biologically confirmed via exhaled carbon monoxide (CO). Participants were labeled as “abstinent” if their CO level was less than 6 parts per million (ppm; (Baker et al. 2016)). If participants self-reported any smoking in the past 7 days, their CO level contradicted their self-report (i.e., CO level > 6 ppm), or biological confirmation could not be confirmed, participants were labeled as “smoking.”

### Evaluating clinical benefit

The primary purpose of this project was to evaluate the clinical benefit of our treatment selection model. In other words, we determined whether using a model to select treatments for individual patients improves clinical outcomes. Details on fitting, selecting, and evaluating model performance of the treatment selection model appear in “Model building, selection, & evaluation.”

#### Identify model-predicted best treatment

We used our best model configuration (i.e., combination of model characteristics; see Model Building, Selection, & Evaluation) to make treatment success predictions for each participant. Models were fit with 1085 participants, and predictions were made for the remaining, held-out participant. This approach matches real-world implementation in that we made predictions for a new patient the model has not seen.

We calculated three predicted probabilities for each participant by substituting each treatment into the model inputs. This produced one prediction per person per treatment. The treatment that yielded the highest model-predicted probability of abstinence was identified as that participant’s “best” treatment.

For example, an individual received varenicline in the original trial. We calculated their probability of abstinence using their data (i.e., with varenicline as the “treatment” feature), and we calculated two additional probabilities by substituting C-NRT and nicotine patch for varenicline. Their probability of abstinence was highest when substituting C-NRT, meaning C-NRT was identified as their best treatment.

#### Categorize treatment matching

Some participants’ best treatment matched what they were randomly assigned in the original trial. Other participants may have received a sub-optimal treatment (i.e., what the model identified as their second-best or worst treatment based on calculated probabilities). Thus, participants could be categorized as having received “best treatment” or “other treatment” in the original trial.

For example, the individual described above received varenicline in the original trial, but their model-predicted probability of abstinence was highest when substituting C-NRT for treatment. This participant’s best treatment did not match their trial treatment, so they were labeled as matched to “other treatment.”

#### Analysis plan

Our primary analysis evaluated the clinical benefit of our treatment selection model by comparing the observed outcomes (i.e., abstinence vs. smoking from the original trial) for people who were matched to their best treatment or to other treatment (between-subjects; 0.5 [“best treatment”] vs. -0.5 [“other treatment”]).

We examined this effect of treatment matching on abstinence at 4, 12, and 26 weeks post-quit. Calculating and interpreting interactions in logistic models is not straightforward because significance can differ based on the link function used and whether effects are determined in probabilities, odds, or log-odds units (Karaca-Mandic, Norton, and Dowd 2012; Collins 2018). Consequently, we conducted three, separate generalized logistic regression models where we regressed the outcome (abstinent vs. smoking) on treatment matching. We conducted these regressions using the lme4 package in R (Bates et al. 2015). We also conducted sensitivity analyses using only participants who reported starting their medication (defined as any medication use reported during the first 4 weeks post-quit; N = 988).

#### Fairness benchmarks

Treatment selection models that work for only a subset of people, if implemented, could widen existing mental healthcare disparities. Consequently, we conducted fairness analyses to determine whether there was equitable clinical benefit across demographic groups. We conducted analyses separately for three dichotomized demographic groups that display higher rates of cigarette smoking and/or encounter additional barriers to receiving treatment: 1) race and ethnicity (non-Hispanic White vs. non-White); 2) income (above vs. below poverty line); and 3) sex at birth (male vs. female) (Jamal et al. 2015; Cornelius 2020; Pinedo 2019; Olfson et al. 2022; Kilaru et al. 2020).

For any times (4, 12, or 26 weeks) for which there was a significant benefit of treatment matching, we compared the effect across demographic groups. Given the issues with interpreting interactions in logistic regression models described above, we examined only simple effects of treatment matching for each pair of demographic groups (e.g., simple effect of treatment matching for non-Hispanic White and for non-White individuals) and did not interpret *p*-values.

### Model building, selection, & evaluation

Data preprocessing, modeling, and Bayesian analyses were conducted in R using the tidymodels ecosystem (Kuhn and Wickham 2020). Models were trained and evaluated using high-throughput computing resources provided by the University of Wisconsin Center for High Throughput Computing (Center for High Throughput Computing 2006). Additional details about model building and evaluation appear in the Supplement.

#### Feature engineering

We followed standard practices for generic feature engineering steps (see Supplement). Treatment was one-hot-coded such that there were three features, one corresponding to each treatment (varenicline, C-NRT, nicotine patch). The three treatment features were allowed to interact with all other features to permit differential prediction. A sample feature engineering script (i.e., tidymodels recipe) containing all feature engineering steps is available on our OSF study page (<https://osf.io/qad4n/>).

#### Model configurations

All model configurations used the statistical algorithm Elastic Net Logistic Regression (GLMNet) and differed across sensible values for the associated hyperparameters, alpha and lambda. This algorithm aligned with our application goals: GLMNet allows including interation terms explicitly (i.e., interactions between treatment and all other features), and it penalizes model complexity to reduce dimensionality and ultimately reduce the risk of overfitting. Model configurations differed by 1) whether feature sets included individual items within a self-report measure or total scale/sub-scale scores derived from items, and 2) whether ordered categorical data (e.g., Likert scale items) were ordinal scored or one-hot coded.

#### Prediction outcome

The model prediction outcome was treatment success at 4 weeks post-quit (i.e., predicting if individuals were labeled “abstinent” or “smoking” at 4 weeks). We selected treatment success at 4 weeks in order to 1) predict an outcome that - in clinical practice - would allow individuals to pivot to a different medication earlier if their treatment was unsuccessful; and 2) evaluate the differential effects of treatment while participants were actively using the medications.[[1]](#footnote-50)

#### Model selection

We used nested *k*-fold cross-validation for model training, selection, and evaluation (Krstajic et al. 2014). Nested cross-validation uses two nested loops for dividing and holding out folds: an outer loop, where held-out folds serve as *test sets* for model evaluation; and inner loops, where held-out folds serve as *validation sets* for model selection. We used 1 repeat of 10-fold cross-validation (i.e., *k* = 10) for the inner loops and 3 repeats of 10-fold cross-validation for the outer loop.

Models were selected and evaluated using area under the receiver operating characteristic curve (auROC), which indexes the probability that the model will predict a higher score for a randomly selected positive case (abstinent) relative to a randomly selected negative case (smoking) (Kuhn and Johnson 2018; Youngstrom 2014). Because it was important that our model retained interaction features, we required that model configurations retain an average of 50 or more treatment interaction features (Ng 2018). Best model configurations were selected using median auROC among model configurations that retained a median of 50 treatment interaction features across the 10 *validation sets*. Final performance evaluation of those best model configurations used median auROC across the 30 *test sets*.

To get a single, final model configuration, we replicated our inner loop resampling (1 repeat of 10-fold cross-validation) on the full dataset. The best model configuration was selected using median auROC across the 10 held-out folds (among model configurations that retained a median of 50 treatment interaction features). This best model configuration was used to make predictions for clinical benefit evaluation (above) and feature importance analyses (see Model Interpretation). A final model was fit on the full dataset using this best configuration to obtain parameter estimates for additional interpretation (see Model Interpretation).

#### Model performance evaluation

We used a Bayesian hierarchical generalized linear model to estimate the posterior probability distributions and 95% Bayesian credible intervals (CIs) for test set auROC. We estimated the posterior probability distribution around model performance following recommendations from the tidymodels team (Kuhn 2022). The median posterior probability for auROC represents our best estimate for the magnitude of the auROC parameter for each model. If the credible intervals do not contain .5 (chance performance), this suggests our model is capturing signal in the data.

#### Model calibration

We examined the calibration of our model’s predictions by comparing model predictions to observed outcomes. Specifically, we compared the predicted probabilities for each individual for their original trial-assigned treatment against the observed trial treatment success.

### Model interpretation

Interpretability is important when using machine learning for clinical applications to identify important features and encourage implementation (MacEachern and Forkert 2021; Mooney and Pejaver 2018; Cohen and DeRubeis 2018). We reviewed the retained features and their parameter estimates as a metric of feature importance because GLMNet only retains features whose contribution outweighs the additional complexity.

We also computed Shapley Values (Lundberg and Lee 2017) to provide a consistent, objective explanation of feature importance. Shapley values were calculated for each held-out participant using a model fit with the other 1085 participants and the final, best selected model configuration.

We used the DALEX and DALEXtra packages (Biecek 2018) in R, which provide local Shapley values (i.e., for each observation) in log-odds units for binary classification models. To index global feature importance, we averaged the absolute value of the local Shapley values of each feature across observations. Shapley values are additive, which allowed us to create two feature categories, Main Effects and Interactions. We calculated global importance of each feature category by averaging the absolute value of the Shapley values of all features in the category across observations. These global importance scores allowed us to contextualize relative feature importance for each feature and feature category.

## Results

### Sample characteristics

All 1086 participants who were randomized to treatment in the comparative effectiveness trial (Baker et al. 2016) were included in our analysis sample. Demographic characteristics of this sample appear in [Table 2](#tbl-demopdf). Smoking-related characteristics of this sample appear in [Table 3](#tbl-smoking-chars).

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 2: Demographic Characteristics   | Characteristic | N (%) | Mean (SD) | | --- | --- | --- | | Age |  | 48.13 (11.6) | | Gender |  |  | | Female | 566 (52.12%) |  | | Male | 520 (47.88%) |  | | Race |  |  | | Asian | 3 (0.28%) |  | | Black/African American | 309 (28.45%) |  | | Multiracial | 22 (2.03%) |  | | Native American/Alaska Native | 6 (0.55%) |  | | Other | 18 (1.66%) |  | | White | 728 (67.03%) |  | | Ethnicity |  |  | | Hispanic or Latino/a | 27 (2.49%) |  | | Non-Hispanic | 1059 (97.51%) |  | | Marital Status |  |  | | Divorced | 224 (20.63%) |  | | Living with a domestic partner | 87 (8.01%) |  | | Married | 384 (35.36%) |  | | Never married | 299 (27.53%) |  | | Separated | 53 (4.88%) |  | | Widowed | 34 (3.13%) |  | | Did not respond | 5 (0.46%) |  | | Employment |  |  | | Employed (full-time) | 474 (43.65%) |  | | Employed (part-time) | 283 (26.06%) |  | | Unemployed | 329 (30.29%) |  | |

Source: [Make All Tables for Main Manuscript](https://jjcurtin.github.io/study_match/notebooks\mak_tables-preview.html#cell-tbl-demopdf)

Table 2: Demographic Characteristics (Continued)

| Characteristic | N (%) | Mean (SD) |
| --- | --- | --- |
| Income |  |  |
| < $10,000 | 210 (19.34%) |  |
| $10,000 - $19,999 | 135 (12.43%) |  |
| $20,000 - $24,999 | 83 (7.64%) |  |
| $25,000 - $34,999 | 129 (11.88%) |  |
| $35,000 - $49,999 | 149 (13.72%) |  |
| $50,000 - $74,999 | 160 (14.73%) |  |
| $75,000+ | 167 (15.38%) |  |
| Did not respond | 53 (4.88%) |  |

Source: [Make All Tables for Main Manuscript](https://jjcurtin.github.io/study_match/notebooks\mak_tables-preview.html#cell-demopdf)

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 3: Smoking Use & History Characteristics   | Characteristic | Mean (SD) | N (%) | | --- | --- | --- | | Age of first cigarette | 14.6 (3.42) |  | | Age became daily smoker | 17.56 (4.62) |  | | Years smoking | 28.65 (12.03) |  | | Cigarettes per day (heaviest) | 22.74 (10.67) |  | | Number of previous quit attempts | 3.91 (6.03) |  | | Cigarettes per day (current) | 17.03 (8.31) |  | | Number of DSM5 tobacco use disorder symptoms | 4.57 (2.17) |  | | WISDM37 Total Score | 3.99 (1.17) |  | | WSWS Total Score | 48.82 (19.91) |  | | Time to first cigarette upon waking |  |  | | After 60 minutes |  | 82 (7.55%) | | 31 - 60 minutes |  | 157 (14.46%) | | 6 - 30 minutes |  | 477 (43.92%) | | Within 5 minutes |  | 366 (33.7%) | | Did not respond |  | 4 (0.37%) | |

Source: [Make All Tables for Main Manuscript](https://jjcurtin.github.io/study_match/notebooks\mak_tables-preview.html#cell-tbl-smoking-chars)

### Clinical benefit

There was a significant effect of treatment matching on abstinence at 4 weeks (OR = 1.382, *z* = 2.452, *p* = 0.014) such that individuals who received their model-predicted best treatment were more likely to be abstinent. The effect of treatment matching was no longer significant at 12 weeks (*p* = 0.232) or at the 26-week follow-up assessment (*p* = 0.943). [Figure 1](#fig-clin-ben-wk4) shows the mean abstinence rate by treatment matching at each time point. The pattern of results was identical when including only individuals who reported any medication use in the analysis sample (4 weeks: OR = 1.359, *z* = 2.257, *p* = 0.024; 12 weeks: *p* = 0.295; 26 weeks: *p* = 0.902).

|  |
| --- |
| Figure 1: Benefit of treatment matching. Bars represent mean observed abstinence (from original trial) for individuals who did and did not receive their model-predicted best treatment, over time. Error bars indicate standard errors. |

Source: [Evaluation of Clinical Benefit: Week 4 Model](https://jjcurtin.github.io/study_match/notebooks\eval_benefit_4wk-preview.html#cell-fig-clin-ben-wk4)

Clinical benefit fairness analysis results here!

We conducted follow-up fairness analyses for the significant effect of treatment matching at 4 weeks. *Figure X* shows the mean abstinence rate for individuals matched to their best treatment and individuals matched to other treatment separately by sex (Panel A), race/ethnicity (Panel B), and income (Panel C). The treatment matching effect size was similar for male (OR = 1.395) and female (OR = 1.372) participants, and abstinence rates were similar across groups. Non-White participants had a descriptively greater benefit of treatment matching (OR = 2.164) than non-Hispanic White participants (OR = 1.208). However, abstinence rates overall were lower for non-White participants. The treatment matching benefit was similar for individuals whose income was above (OR = ) and below (OR = ) the national poverty line, but abstinence rates were lower overall for individuals below the poverty line.[[2]](#footnote-70)

### Model performance

The median auROC across the 30 test sets for the 4-week model was 0.695 (IQR = 0.667 - 0.718, range = 0.592 - 0.788). [Figure 2](#fig-combined), Panel A shows the ROC curve for held-out test set performance (concatenated across 30 held-out folds).

|  |
| --- |
| Figure 2: Model performance for prediction model. A) ROC curve plotted across all values of sensitivity (true positive rate) and specificity (1 - false positive rate). Dotted line indicates chance performance. B) Posterior probability distribution for the median auROC in test sets. Histogram represents posterior probability distribution. Horizontal line displays 95% Bayesian credible interval. C) Model calibration between predicted probabilities and observed values. Predicted probabilities obtained via leave-one-out cross-validation for each participant for their randomly-assigned treatment from the trial. Dotted line indicates perfect calibration. |

Source: [Make Figure 1: Model Performance (3-Panel)](https://jjcurtin.github.io/study_match/notebooks\mak_fig_1-preview.html#cell-fig-combined)

We used the 30 test set auROCs to estimate the posterior probability distribution for the auROC of these models. The median auROC from the posterior distribution was 0.693. This value represents our best estimate for the magnitude of the auROC parameter. The 95% Bayesian CI for the auROC was relatively narrow [0.674 - 0.711] and did not contain 0.5 (chance performance), providing strong evidence that this model has predictive signal. [Figure 2](#fig-combined), Panel B displays the posterior probability distribution for the auROC.

In [Figure 2](#fig-combined), Panel C, we display our model’s calibration. Predicted probabilities are binned (bin width = 10%) and plotted against the observed probability of abstinence for observations in that bin. If probabilities were perfectly calibrated, all bin means would fall on the dotted line (e.g., bin from 0 - 10 with an observed mean probability of 0.05, bin from 10 - 20 with an observed mean probability of 0.15). Probabilities are well calibrated and ordinal in their relationship with the true probability of abstinence.

### Model interpretation

Our final model fit with the full dataset retained 155 features overall including 74 treatment interactions (see Supplemental Table X for retained feature list). To perform treatment selection, only interactive features need to be assessed, as features that increase or decrease probabilities equally across treatments do not help to make different predictions across candidate medications. Implementing this model for treatment selection requires assessing only 52 unique items (e.g., multiple one hot features are from a single item, the same feature interacts with more than one treatment).

Global feature importance (mean |Shapley value|) from our model appears in [Figure 3](#fig-shap-global). Shapley values describe the relative importance of these individual features for making predictions. Six of the top 25 most globally important features were treatment interactions.

|  |
| --- |
| Figure 3: Global feature importance via Shapley values for top 25 features. Bar represents magnitude of global feature importance, which is calculated from the mean of the |Shapley value| across all observations for that feature. |

Source: [SHAP for 4-Week Model](https://jjcurtin.github.io/study_match/notebooks\shap_4wk-preview.html#cell-fig-shap-global)

## Discussion

In this project, we produced a treatment selection model that can offer immediate benefit to individuals looking to quit smoking using several first-line medications. Individuals who received their model-predicted best treatment in the original trial had a mean abstinence rate that was 7.4% higher than individuals who did not (38.9% vs. 31.5%) at 4 weeks. Although this absolute difference may seem somewhat small, this corresponds to a 23.5% *relative* improvement - simply by allocating treatments to the right person.

We feel confident in this effect for several reasons. First, we made predictions for each individual to identify their best treatment while they were held-out from model fitting to match how this model will be used in clinical practice (i.e., to make predictions and select a treatment for new patients). Second, our model is capturing predictive signal, as supported by the Bayesian CI around our model’s auROC, adding to our trust in the model’s prediction outputs. Third, these predictions were well-calibrated such that we can trust their ordinal ranking. This is critical because our treatment selection process relies on the relative *order* (i.e., rank) of predicted probabilities for each person rather than the values themselves.

We can achieve this benefit using an accessible, low-burden assessment. Implementing this treatment selection model would require assessing approximately 50 multiple choice and yes/no questions, which survey research suggests would take 11-12 minutes to complete (Lenzner, Kaczmirek, and Lenzner 2010). Additionally, because all items are self-report questions, this assessment can be completed remotely (e.g., administered online) and can be made available to people without access to in-person medical care. This remote capacity is particularly valuable because two treatments in the model (C-NRT, nicotine patch) are widely available over-the-counter, offering scalable implementation when healthcare access is limited.

This focus on accessibility is especially important given disparities in mental healthcare. Access to treatment is a known barrier in mental healthcare and a contributing factor driving healthcare disparities (Jacobson, Kowatsch, and Marsch 2022). Cigarette smoking rates remain higher in many marginalized populations (Baker and McCarthy 2021; Jamal et al. 2015; Cornelius 2020; Kelly et al. 2012; K. Cropsey, Eldridge, and Ladner 2004; Harrison et al. 2020; Baggett, Tobey Matthew L., and Rigotti Nancy A. 2013; Soar et al. 2020). Prioritizing accessibility in implementation is a critical first step towards mitigating rather than exacerbating health disparities (MacEachern and Forkert 2021).

We further addressed this goal with our fairness analyses. We found that our treatment selection model may be well-positioned to improve treatment equity: Our model offered comparable benefit for female (vs. male) and lower income (vs. higher income) individuals, and it offered greater relative benefit to non-White individuals (vs. non-Hispanic White individuals). If our goal is to reduce and ultimately close the treatment gap between privileged individuals and individuals often disadvantaged in research efforts and mental healthcare, then we need tools such as this model that offer *additional* benefit to those disadvantaged demographic groups.

### Improving long-term benefit of treatment selection

Alongside these exciting findings, the clinical benefit that our treatment selection model offers is short-lived. There is no longer statistically significant benefit of treatment matching at 12 weeks, though there is a numeric difference (31.2% abstinence vs. 27.8% abstinence, corresponding to a 12.2% relative improvement), and there is no statistical or numeric difference at all by 6 months.

Initial treatment success is critical, especially for cigarette smoking where even reducing smoking or quitting for a short period of time can improve health outcomes and life expectancy (Jha Prabhat et al. 2013). Additionally, smoking early in a quit attempt can have strong negative consequences: decreased self-efficacy, reduced treatment adherence, and premature treatment cessation (Schlam and Baker 2013). Selecting a treatment that increases treatment success in early recovery (i.e., at 4 weeks) is therefore necessary - though not sufficient - for long-term success. Nevertheless, we were of course hopeful that treatment matching benefits would endure. However, it is perhaps unsurprising that they do not. There may be several possibilities for the lack of benefit at later assessment points.

First, it is possible that we could have improved treatment selection by improving the underlying model’s predictive performance. Our best estimate of median auROC in held-out data (from the posterior probability distribution) was 0.69, indicating that our model correctly assigns a higher probability to a positive (abstinent) case than a negative (smoking) case 69% of the time. An auROC of 0.7 to 0.8 is considered “acceptable” (Mandrekar 2010). Our model was right on the cusp of this range, but there is room for improvement.

Capturing some signal with our model was necessary to yield credible predictions and establish the relevance of features, and so our model’s modest predictive performance may have impacted our ability to select treatments. However, overall prediction of treatment success was not our primary goal and is insufficient for treatment selection. A model that predicted treatment success perfectly (i.e., auROC of 1.0) but included no interactions would be useless for treatment selection. Indeed, this fact motivated our use of a satisficing metric for a minimum number of interaction terms retained in our models, even though it is possible that we sacrificed some level of predictive power by imposing that additional criterion.

A second possibility is that we were missing important model inputs. We began by discussing the need for many features and multiple treatments in treatment selection models. Although our model had a rich set of features, we may have been missing features that might have improved underlying model performance or are critical for selecting among these smoking cessation treatments. Our data come from a large comparative effectiveness trial conducted by a nationally recognized center and designed by foremost experts in the field (Baker et al. 2016). The baseline assessment was quite comprehensive and was based on domain expertise and decades of research. Thus, it seems unlikely that we could be missing enough important self-report features to bridge the gap in our benefit of treatment selection.

One category of features we did not include was biological markers or genetic features, which have generated excitement for their potential for treatment selection (Chen, Horton, and Bierut 2018). However, extant literature has primarily used single candidate genes or biomarkers, has also not found long-term benefits, and has not translated well into real-world settings (Chen et al. 2020; Shahab et al. 2019; Schnoll et al. 2009; Glatard et al. 2017; Chenoweth et al. 2016; Lerman et al. 2015; Siegel et al. 2020). Additionally, the potential improvement that could come from including biological or genetic features carries an associated cost to implementation given the relative inaccessibility of genetic and biological testing (MacEachern and Forkert 2021).

We may also have been missing model inputs on the treatment side. For example, bupropion is another first-line smoking cessation medication (Cahill et al. 2013). It may be that some features in this model do not differentiate among C-NRT, nicotine patch, or varenicline but would differentiate between one of these treatments and bupropion. There may be individuals in our sample for whom none of our included treatments were optimal, but bupropion might have been. If true, including bupropion could have improved model performance and increased clinical benefit.

A third, notable possibility is that our model did not capture dynamic changes over time. It may be that the same features predict treatment success across time. However, because these characteristics can change dynamically *within an individual*, what was the right treatment based on pre-quit characteristics is no longer the right treatment by 12 weeks, 6 months, or beyond. Many of the features used for prediction in this model were baseline measurements of *current* states - withdrawal, dependence, confidence/motivation to quit, time around other smokers, distress tolerance, depression symptoms, among others. Even features that feel more “static” like employment or marital status can be subject to change.

Dynamic change is the rule rather than the exception when it comes to chronic diseases like substance use disorders. Tobacco and other substance use disorders are dynamic and relapsing; both risk for use and the factors driving that risk fluctuate over time (Brandon, Vidrine, and Litvin 2007). This change over time has been identified as a key barrier to overcome for precision mental health goals in addiction (Oliver and McClernon 2017).

Accounting for dynamic changes will require ongoing assessment of key features that predict treatment success. Such monitoring is now feasible given developments in personal sensing (i.e., in situ data collection via sensors embedded in individuals’ daily lives) (Epstein et al. 2020; Soyster, Ashlock, and Fisher 2022; Chih et al. 2014; Bae et al. 2018; Wyant et al. 2024) and is acceptable to individuals with substance use disorders (Wyant et al. 2023). Sensing via ecological momentary assessment is well-positioned to capture the self-report items used as features in this treatment selection model. Although frequently answering a 50-item survey is likely not feasible, it may be that more proximal features have greater predictive power, thus requiring fewer features for successful treatment selection. Indeed, in previous work in our laboratory, we have been able to predict hour-by-hour probabilities of alcohol lapses quite accurately (auROCs > 0.9) using features derived from only 10 self-report items that were measured much closer to the outcome (Wyant et al. 2024).

Using dynamic monitoring, we can select and adapt treatments and supports over time. There are certainly opportunities to adapt medications – for example, titrating doses or identifying moments when someone could benefit most from a lozenge. In general, medications are more static treatments that are less well-suited to dynamic changes, but they do not need to be used on their own. We observed that matching people to the right medication improves treatment success at 4 weeks. Medications could help create early treatment success that positions people to engage with additional supports that might be able to adapt more dynamically. Alternative treatments and supports via web-based interventions and mobile health apps may offer platforms for sustainable, scalable, ongoing support. With ongoing monitoring, we could even recommend specific modules and individual tools that map onto currently important features affecting treatment success. This mapping between risk factors and supports is likely to be quite complex and will require considerable future research. But if we hope to advance precision mental health for smoking, addiction, and even mental health broadly, we must consider the dynamic nature of risk and recovery inherent in these conditions.

### Interpreting our treatment selection model

Several recent reviews have noted that the low interpretability of “black box” machine learning models may impede their utility for clinical and public health goals (MacEachern and Forkert 2021; Mooney and Pejaver 2018; Cohen and DeRubeis 2018). Consequently, we aimed to make our model as interpretable as possible. We identified features that predict differential treatment success (i.e., features that interact with treatment to help us select among treatments). Our best selected model configuration retained 74 interaction terms that spanned 52 unique items. Each feature’s associated global Shapley value, which indicates overall magnitude of feature importance, was relatively small. This finding supports what has long been suspected in precision mental health: There is no one feature that explains sufficient variance to make differential predictions by treatment on its own. Rather, each feature offers only a small contribution, but many features together can guide treatment selection.

We also identified features that predict treatment success overall (i.e., “main effects”). These features contribute to the smoking cessation literature and support the conclusion from a recent review that predictors of treatment success span many categories (Bickel et al. 2023). We found similar breadth in important features in this model: economic (e.g., income), environmental (e.g., living with another smoker), sociodemographic (e.g., marital status), psychological (e.g., depression diagnosis), physical health (e.g., pain interfering with daily activities), and smoking use/history (e.g., longest previous quit attempt) characteristics all contributed to predicting treatment success.

These “main effect” features may yet help to advance precision mental health goals. These features may represent mechanisms underlying smoking cessation success and thus offer targeted areas for future treatment development. They also may be used to tailor existing treatments to increase success across individuals. Main effect features in our model may also interact with other treatments not included in this study such as bupropion.

#### The role of demographic features

Several demographic features emerged as important interactive features for treatment selection: race, gender, income, and marital status. Ethnicity did not emerge as an important interactive feature, and race-based interactive features were specifically related to identifying as a Black or White individual. However, the limited representation of Hispanic, Latino/a, Asian, Multiracial, and Native American/Alaska Native individuals in this sample warrants caution in drawing conclusions about the utility of ethnicity- and other race-based features for treatment selection.

In some contexts, it would be problematic to use features that tap into constructs delineating marginalized identities such as race or socioeconomic status. For example, making decisions about who gets insurance (or doesn’t) and who gets released earlier from incarceration (or doesn’t) based on race is discriminatory (e.g., (Farayola et al. 2023)). However, in the precision mental health landscape, we are not deciding *who* gets treatment. Rather, we are deciding *which* treatment to give a specific patient. We can take advantage of experiential or symptomatological differences as a result of characteristics such as race, ethnicity, sex, income, or comorbid health conditions to improve treatment outcomes across vulnerable subpopulations.

#### The risk of transparency

When patients and clinicians can easily see non-intuitive features, they may be dissuaded from using or trusting this treatment selection model. They may have similar concerns if they see demographic features are being used to make treatment decisions. With high-dimensional data and subsequent complex modeling, even the direction of an effect can be non-intuitive because a parameter estimate indicates a feature’s effect while accounting for all other features in the model. Regardless of the reason, the reality is that seeing non-intuitive questions on a treatment selection assessment or unpacking precisely how a model is making its decision may make patients or clinicians doubt the trustworthiness of the model. Careful consideration will be required before implementation to assess acceptability of treatment selection models for all stakeholders.

### Future directions

We made a concerted effort in this project to evaluate how our treatment selection model would perform for new patients using cross-validation procedures. Regardless, the ultimate test of this model’s clinical benefit will be in a prospective trial. This trial will offer two tests. First, it will assess whether using this model is feasible and acceptable to patients and clinicians in clinical practice. Second, we can evaluate the benefit of our treatment selection model in an entirely new sample. Individuals who receive their model-predicted best treatment could be compared to any one of several possible comparison groups. Individuals in the comparison group could receive a random treatment assignment (mimicking clinical trials). Alternatively, they could receive clinician-assigned treatment to mirror traditional treatment selection (and best clinical practice). Another option is that we could compare to a simpler model. For example, there is evidence that treatment adherence is higher when people choose their preferred treatment (K. L. Cropsey et al. 2017). Thus, treatments in the comparison group could be assigned based on patient preference. Each comparison offers different advantages and disadvantages that should be considered thoughtfully when designing a prospective trial.

### Conclusion

Overall, this study has potential for immediate benefit to individuals looking to quit smoking. Our treatment selection model can improve the probability of abstinence during early recovery by a statistically significant and clinically meaningful margin. Moreover, we aimed to address health inequities by using a relatively low-burden assessment that uses widely accessible features and by ensuring our model provides equal if not relatively greater clinical benefit for individuals from several minoritized demographic groups. This treatment selection model may serve as an initial tool embedded in a continuing care landscape where treatments are adapted dynamically over time. The ultimate test of our model will be in a prospective trial that assesses its feasibility, acceptability, and effectiveness in clinical practice. We are optimistic about the promise our model holds to improve the public health burden of cigarette smoking.
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