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In this, we will explore, analyze and model a data set containing approximately 8000 records representing a customer at an auto insurance company. Each record has two response variables. The first response variable, TARGET\_FLAG, is a 1 or a 0. A “1” means that the person was in a car crash. A zero means that the person was not in a car crash. The second response variable is TARGET\_AMT. This value is zero if the person did not crash their car. But if they did crash their car, this number will be a value greater than zero. We will build multiple linear regression and binary logistic regression models on the training data to predict the probability that a person will crash their car and also the amount of money it will cost if the person does crash their car.

#### 1. DATA EXPLORATION

Dataset contains 8161 rows and 25 variables. There are 6 observations missing data for Age, 454 missing data for YOK, 445 missing data for income and 464 missing data of home value. We will use mean or median of the variable to fill in any missing values. We will also tranform money and other formatted values to numerical values.

Below is the summary of the data.

## INDEX TARGET\_FLAG TARGET\_AMT KIDSDRIV   
## Min. : 1 Min. :0.0000 Min. : 0 Min. :0.0000   
## 1st Qu.: 2559 1st Qu.:0.0000 1st Qu.: 0 1st Qu.:0.0000   
## Median : 5133 Median :0.0000 Median : 0 Median :0.0000   
## Mean : 5152 Mean :0.2638 Mean : 1504 Mean :0.1711   
## 3rd Qu.: 7745 3rd Qu.:1.0000 3rd Qu.: 1036 3rd Qu.:0.0000   
## Max. :10302 Max. :1.0000 Max. :107586 Max. :4.0000   
##   
## AGE HOMEKIDS YOJ INCOME   
## Min. :16.00 Min. :0.0000 Min. : 0.0 $0 : 615   
## 1st Qu.:39.00 1st Qu.:0.0000 1st Qu.: 9.0 : 445   
## Median :45.00 Median :0.0000 Median :11.0 $26,840 : 4   
## Mean :44.79 Mean :0.7212 Mean :10.5 $48,509 : 4   
## 3rd Qu.:51.00 3rd Qu.:1.0000 3rd Qu.:13.0 $61,790 : 4   
## Max. :81.00 Max. :5.0000 Max. :23.0 $107,375: 3   
## NA's :6 NA's :454 (Other) :7086   
## PARENT1 HOME\_VAL MSTATUS SEX EDUCATION   
## No :7084 $0 :2294 Yes :4894 M :3786 <High School :1203   
## Yes:1077 : 464 z\_No:3267 z\_F:4375 Bachelors :2242   
## $111,129: 3 Masters :1658   
## $115,249: 3 PhD : 728   
## $123,109: 3 z\_High School:2330   
## $153,061: 3   
## (Other) :5391   
## JOB TRAVTIME CAR\_USE BLUEBOOK   
## z\_Blue Collar:1825 Min. : 5.00 Commercial:3029 $1,500 : 157   
## Clerical :1271 1st Qu.: 22.00 Private :5132 $6,000 : 34   
## Professional :1117 Median : 33.00 $5,800 : 33   
## Manager : 988 Mean : 33.49 $6,200 : 33   
## Lawyer : 835 3rd Qu.: 44.00 $6,400 : 31   
## Student : 712 Max. :142.00 $5,900 : 30   
## (Other) :1413 (Other):7843   
## TIF CAR\_TYPE RED\_CAR OLDCLAIM   
## Min. : 1.000 Minivan :2145 no :5783 $0 :5009   
## 1st Qu.: 1.000 Panel Truck: 676 yes:2378 $1,310 : 4   
## Median : 4.000 Pickup :1389 $1,391 : 4   
## Mean : 5.351 Sports Car : 907 $4,263 : 4   
## 3rd Qu.: 7.000 Van : 750 $1,105 : 3   
## Max. :25.000 z\_SUV :2294 $1,332 : 3   
## (Other):3134   
## CLM\_FREQ REVOKED MVR\_PTS CAR\_AGE   
## Min. :0.0000 No :7161 Min. : 0.000 Min. :-3.000   
## 1st Qu.:0.0000 Yes:1000 1st Qu.: 0.000 1st Qu.: 1.000   
## Median :0.0000 Median : 1.000 Median : 8.000   
## Mean :0.7986 Mean : 1.696 Mean : 8.328   
## 3rd Qu.:2.0000 3rd Qu.: 3.000 3rd Qu.:12.000   
## Max. :5.0000 Max. :13.000 Max. :28.000   
## NA's :510   
## URBANICITY   
## Highly Urban/ Urban :6492   
## z\_Highly Rural/ Rural:1669   
##   
##   
##   
##   
##

Data transformation

#### 2. DATA PREPARATION

Fix missing data with column median for income and home values; column mean for other columns. Convert indicator variables to 0s and 1s; 1 = Yes, Male for Sex, Commercial for Car Use, Red for RED\_CAR, and Highly Urban for URBANICITY Convert categorical predictor values to indicator variables - EDUCATION, CAR\_TYPE, JOB. Transform non normal variables like incone and house values using bobcox tranformation.

INCOME, HOME\_VAL, BLUEBOOK, and OLDCLAIM are represented as strings, so we will be extracting the numeric values for these.
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From the density plot, we can see that INCOME, HOME\_VAL, BLUEBOOK and OLDCLAIM are skewed. We are transforming these variables using ‘boxcoxfit’

## Fitted parameters:  
## lambda beta sigmasq   
## 0.4335048 265.9105875 6864.8508749   
##   
## Convergence code returned by optim: 0

## Fitted parameters:  
## lambda beta sigmasq   
## 0.1134775 26.3870095 2.8759681   
##   
## Convergence code returned by optim: 0

## Fitted parameters:  
## lambda beta sigmasq   
## 0.4610754 177.4257712 2217.4825612   
##   
## Convergence code returned by optim: 0

## Fitted parameters:  
## lambda beta sigmasq   
## -0.04511237 7.22517933 0.44041250   
##   
## Convergence code returned by optim: 0

![](data:image/png;base64,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)

#### 3. MODELS

#### Models for TARGET\_FLAG

##### Full Model

First model, we call it original\_full\_model, seeks the correlation between TARGET\_FLAG wiht original viarables. In this model, most of the variables are statistically significant with AIC score of 7373.6. We will compare the AIC values of other models to select a good model for predicting TARGET\_FLAG.

##   
## Call:  
## glm(formula = TARGET\_FLAG ~ . - TARGET\_AMT, family = binomial(link = "logit"),   
## data = train\_flag)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5846 -0.7127 -0.3981 0.6263 3.1527   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -9.271e-01 3.215e-01 -2.884 0.003925 \*\*   
## KIDSDRIV 3.861e-01 6.122e-02 6.307 2.84e-10 \*\*\*  
## AGE -1.011e-03 4.020e-03 -0.251 0.801458   
## HOMEKIDS 4.976e-02 3.713e-02 1.340 0.180174   
## YOJ -1.121e-02 8.591e-03 -1.305 0.192013   
## INCOME -3.420e-06 1.082e-06 -3.162 0.001566 \*\*   
## PARENT1Yes 3.819e-01 1.096e-01 3.484 0.000493 \*\*\*  
## HOME\_VAL -1.306e-06 3.420e-07 -3.819 0.000134 \*\*\*  
## MSTATUSz\_No 4.937e-01 8.357e-02 5.908 3.46e-09 \*\*\*  
## SEXz\_F -8.256e-02 1.120e-01 -0.737 0.461177   
## EDUCATIONBachelors -3.803e-01 1.157e-01 -3.288 0.001007 \*\*   
## EDUCATIONMasters -2.885e-01 1.788e-01 -1.614 0.106502   
## EDUCATIONPhD -1.660e-01 2.139e-01 -0.776 0.437866   
## EDUCATIONz\_High\_School 1.790e-02 9.506e-02 0.188 0.850614   
## JOBClerical 4.109e-01 1.967e-01 2.089 0.036688 \*   
## JOBDoctor -4.458e-01 2.671e-01 -1.669 0.095115 .   
## JOBHome\_Maker 2.318e-01 2.102e-01 1.103 0.270060   
## JOBLawyer 1.049e-01 1.695e-01 0.619 0.535736   
## JOBManager -5.572e-01 1.716e-01 -3.248 0.001163 \*\*   
## JOBProfessional 1.619e-01 1.784e-01 0.907 0.364223   
## JOBStudent 2.155e-01 2.145e-01 1.005 0.315015   
## JOBz\_Blue\_Collar 3.108e-01 1.856e-01 1.675 0.093975 .   
## TRAVTIME 1.457e-02 1.883e-03 7.736 1.02e-14 \*\*\*  
## CAR\_USEPrivate -7.563e-01 9.172e-02 -8.246 < 2e-16 \*\*\*  
## BLUEBOOK -2.084e-05 5.263e-06 -3.959 7.52e-05 \*\*\*  
## TIF -5.546e-02 7.344e-03 -7.552 4.30e-14 \*\*\*  
## CAR\_TYPEPanel\_Truck 5.607e-01 1.618e-01 3.466 0.000529 \*\*\*  
## CAR\_TYPEPickup 5.540e-01 1.007e-01 5.500 3.79e-08 \*\*\*  
## CAR\_TYPESports\_Car 1.025e+00 1.299e-01 7.892 2.96e-15 \*\*\*  
## CAR\_TYPEVan 6.184e-01 1.265e-01 4.890 1.01e-06 \*\*\*  
## CAR\_TYPEz\_SUV 7.682e-01 1.113e-01 6.904 5.06e-12 \*\*\*  
## RED\_CARyes -9.684e-03 8.636e-02 -0.112 0.910718   
## OLDCLAIM -1.389e-05 3.910e-06 -3.553 0.000381 \*\*\*  
## CLM\_FREQ 1.959e-01 2.855e-02 6.864 6.70e-12 \*\*\*  
## REVOKEDYes 8.873e-01 9.133e-02 9.715 < 2e-16 \*\*\*  
## MVR\_PTS 1.133e-01 1.361e-02 8.323 < 2e-16 \*\*\*  
## CAR\_AGE -8.955e-04 7.541e-03 -0.119 0.905473   
## URBANICITYz\_Highly\_Rural/ Rural -2.390e+00 1.128e-01 -21.181 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 9418.0 on 8160 degrees of freedom  
## Residual deviance: 7297.6 on 8123 degrees of freedom  
## AIC: 7373.6  
##   
## Number of Fisher Scoring iterations: 5

##### Transformed Model: Including the transformed variables

Second model, we call it Transformed model, seeks the correlation between TARGET\_FLAG wiht original viarables. Skewed predictor variables are transformed in this model. In this model, most of the variables are statistically significant with AIC score of 7335.

##   
## Call:  
## glm(formula = TARGET\_FLAG ~ . - TARGET\_AMT, family = binomial(link = "logit"),   
## data = train\_clean)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5688 -0.7106 -0.3929 0.6222 3.1687   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 4.635e-01 4.489e-01 1.032 0.301850   
## KIDSDRIV 3.954e-01 6.152e-02 6.427 1.30e-10 \*\*\*  
## AGE -2.074e-03 4.045e-03 -0.513 0.608084   
## HOMEKIDS 3.388e-02 3.754e-02 0.903 0.366708   
## YOJ 5.304e-03 9.871e-03 0.537 0.591049   
## INCOME 2.330e-06 2.432e-06 0.958 0.337855   
## PARENT1Yes 3.725e-01 1.102e-01 3.380 0.000725 \*\*\*  
## HOME\_VAL -3.300e-07 6.503e-07 -0.507 0.611893   
## MSTATUSz\_No 4.783e-01 8.683e-02 5.509 3.61e-08 \*\*\*  
## SEXz\_F -1.123e-01 1.126e-01 -0.998 0.318467   
## EDUCATIONBachelors -3.219e-01 1.174e-01 -2.741 0.006122 \*\*   
## EDUCATIONMasters -2.297e-01 1.801e-01 -1.275 0.202240   
## EDUCATIONPhD -2.107e-01 2.158e-01 -0.977 0.328776   
## EDUCATIONz\_High\_School 6.263e-02 9.629e-02 0.650 0.515415   
## JOBClerical 4.116e-01 1.971e-01 2.088 0.036755 \*   
## JOBDoctor -3.960e-01 2.659e-01 -1.489 0.136378   
## JOBHome\_Maker -1.141e-02 2.246e-01 -0.051 0.959483   
## JOBLawyer 1.171e-01 1.698e-01 0.690 0.490377   
## JOBManager -5.339e-01 1.713e-01 -3.117 0.001825 \*\*   
## JOBProfessional 1.903e-01 1.786e-01 1.066 0.286586   
## JOBStudent -1.316e-01 2.323e-01 -0.567 0.570890   
## JOBz\_Blue\_Collar 3.637e-01 1.860e-01 1.955 0.050597 .   
## TRAVTIME 1.472e-02 1.892e-03 7.778 7.35e-15 \*\*\*  
## CAR\_USEPrivate -7.493e-01 9.219e-02 -8.129 4.34e-16 \*\*\*  
## BLUEBOOK 4.183e-05 1.971e-05 2.122 0.033823 \*   
## TIF -5.468e-02 7.364e-03 -7.426 1.12e-13 \*\*\*  
## CAR\_TYPEPanel\_Truck 4.210e-01 1.658e-01 2.539 0.011106 \*   
## CAR\_TYPEPickup 5.625e-01 1.011e-01 5.565 2.63e-08 \*\*\*  
## CAR\_TYPESports\_Car 1.025e+00 1.304e-01 7.861 3.80e-15 \*\*\*  
## CAR\_TYPEVan 6.282e-01 1.265e-01 4.964 6.89e-07 \*\*\*  
## CAR\_TYPEz\_SUV 7.966e-01 1.122e-01 7.099 1.25e-12 \*\*\*  
## RED\_CARyes -4.836e-03 8.663e-02 -0.056 0.955486   
## OLDCLAIM -2.611e-05 4.775e-06 -5.468 4.56e-08 \*\*\*  
## CLM\_FREQ 4.481e-02 4.418e-02 1.014 0.310445   
## REVOKEDYes 9.524e-01 9.306e-02 10.235 < 2e-16 \*\*\*  
## MVR\_PTS 9.563e-02 1.411e-02 6.778 1.22e-11 \*\*\*  
## CAR\_AGE -4.036e-04 7.555e-03 -0.053 0.957395   
## URBANICITYz\_Highly\_Rural/ Rural -2.366e+00 1.140e-01 -20.750 < 2e-16 \*\*\*  
## INCOME\_MOD -7.703e-03 2.346e-03 -3.284 0.001025 \*\*   
## HOME\_VAL\_MOD -7.876e-02 4.661e-02 -1.690 0.091103 .   
## BLUEBOOK\_MOD -2.344e-02 7.161e-03 -3.274 0.001061 \*\*   
## OLD\_CLAIM\_MOD 6.943e-02 1.512e-02 4.593 4.38e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 9418 on 8160 degrees of freedom  
## Residual deviance: 7251 on 8119 degrees of freedom  
## AIC: 7335  
##   
## Number of Fisher Scoring iterations: 5

##### Step Model

Third model, we call it Step model, seeks the correlation between TARGET\_FLAG with original viarables. This model uses “Stepwise Algorithm” on “Transformed Model”. In this model, most of the variables are statistically significant with AIC score of 7322. This model inludes only 32 predictor variables, other models have 42 predictors variables. This is a simpler model than the previous models with better AIC.

##   
## Call:  
## glm(formula = TARGET\_FLAG ~ KIDSDRIV + PARENT1 + MSTATUS + EDUCATION +   
## JOB + TRAVTIME + CAR\_USE + BLUEBOOK + TIF + CAR\_TYPE + OLDCLAIM +   
## REVOKED + MVR\_PTS + URBANICITY + INCOME\_MOD + HOME\_VAL\_MOD +   
## BLUEBOOK\_MOD + OLD\_CLAIM\_MOD, family = binomial(link = "logit"),   
## data = train\_clean)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.5767 -0.7103 -0.3942 0.6202 3.1652   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 3.917e-01 4.036e-01 0.970 0.331875   
## KIDSDRIV 4.191e-01 5.522e-02 7.589 3.23e-14 \*\*\*  
## PARENT1Yes 4.388e-01 9.477e-02 4.630 3.66e-06 \*\*\*  
## MSTATUSz\_No 4.483e-01 8.302e-02 5.400 6.68e-08 \*\*\*  
## EDUCATIONBachelors -3.350e-01 1.101e-01 -3.041 0.002356 \*\*   
## EDUCATIONMasters -2.412e-01 1.622e-01 -1.488 0.136867   
## EDUCATIONPhD -2.033e-01 1.974e-01 -1.030 0.303004   
## EDUCATIONz\_High\_School 5.246e-02 9.560e-02 0.549 0.583183   
## JOBClerical 4.097e-01 1.962e-01 2.088 0.036810 \*   
## JOBDoctor -3.991e-01 2.651e-01 -1.505 0.132230   
## JOBHome\_Maker 2.704e-03 2.178e-01 0.012 0.990097   
## JOBLawyer 9.757e-02 1.692e-01 0.577 0.564154   
## JOBManager -5.475e-01 1.709e-01 -3.204 0.001358 \*\*   
## JOBProfessional 1.733e-01 1.781e-01 0.973 0.330611   
## JOBStudent -9.926e-02 2.258e-01 -0.440 0.660188   
## JOBz\_Blue\_Collar 3.543e-01 1.853e-01 1.912 0.055905 .   
## TRAVTIME 1.471e-02 1.890e-03 7.783 7.09e-15 \*\*\*  
## CAR\_USEPrivate -7.484e-01 9.206e-02 -8.129 4.32e-16 \*\*\*  
## BLUEBOOK 3.991e-05 1.908e-05 2.092 0.036465 \*   
## TIF -5.451e-02 7.358e-03 -7.408 1.28e-13 \*\*\*  
## CAR\_TYPEPanel\_Truck 4.848e-01 1.541e-01 3.146 0.001655 \*\*   
## CAR\_TYPEPickup 5.572e-01 1.009e-01 5.521 3.37e-08 \*\*\*  
## CAR\_TYPESports\_Car 9.442e-01 1.081e-01 8.732 < 2e-16 \*\*\*  
## CAR\_TYPEVan 6.594e-01 1.225e-01 5.381 7.42e-08 \*\*\*  
## CAR\_TYPEz\_SUV 7.177e-01 8.647e-02 8.299 < 2e-16 \*\*\*  
## OLDCLAIM -2.705e-05 4.689e-06 -5.768 8.03e-09 \*\*\*  
## REVOKEDYes 9.570e-01 9.299e-02 10.292 < 2e-16 \*\*\*  
## MVR\_PTS 9.563e-02 1.409e-02 6.788 1.14e-11 \*\*\*  
## URBANICITYz\_Highly\_Rural/ Rural -2.369e+00 1.140e-01 -20.786 < 2e-16 \*\*\*  
## INCOME\_MOD -5.794e-03 9.700e-04 -5.973 2.33e-09 \*\*\*  
## HOME\_VAL\_MOD -9.997e-02 2.430e-02 -4.114 3.89e-05 \*\*\*  
## BLUEBOOK\_MOD -2.372e-02 7.059e-03 -3.361 0.000778 \*\*\*  
## OLD\_CLAIM\_MOD 8.116e-02 9.828e-03 8.258 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 9418 on 8160 degrees of freedom  
## Residual deviance: 7256 on 8128 degrees of freedom  
## AIC: 7322  
##   
## Number of Fisher Scoring iterations: 5

#### Models for Amount

All TARGET\_AMT modeling are done using the tranformed data. We are building models with and with out ‘TARGET\_FLAG’ to see its impact on models. Models with ‘TARGET\_FLAG’ have higher Adjusted R-squared values.

##### Full Model

First model includes all variables excluding index. This model has Adjusted R-squared of 0.2886 and only few variables are statistically significatint. A model with out ‘TARGET\_FLAG’ has low Adjusted R-squared of 0.06665. Model with ‘TARGET\_FLAG’ has fewer statistically significatint predictor. Since we are predicting claim amount, we believe we dont need to include ‘TARGET\_FLAG’ and any observation where ‘TARGET\_FLAG’ is zero. However, model with ‘TARGET\_FLAG’ has Adjusted R-squared value and needs further investigation. Both models are statistically significant comapred to the null model. We build models that includes TARGET\_FLAG and models with out TARGET\_FLAG.

##   
## Call:  
## lm(formula = TARGET\_AMT ~ ., data = train\_clean, na.action = na.exclude)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -6156 -474 -79 229 101001   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -2.077e+03 6.920e+02 -3.002 0.00269 \*\*   
## TARGET\_FLAG1 5.731e+03 1.139e+02 50.333 < 2e-16 \*\*\*  
## KIDSDRIV -3.979e+01 9.912e+01 -0.401 0.68812   
## AGE 7.055e+00 6.192e+00 1.139 0.25458   
## HOMEKIDS 5.175e+01 5.741e+01 0.901 0.36737   
## YOJ -5.062e+00 1.488e+01 -0.340 0.73373   
## INCOME -5.774e-03 3.586e-03 -1.610 0.10741   
## PARENT1Yes 1.568e+02 1.769e+02 0.887 0.37534   
## HOME\_VAL -5.119e-04 9.437e-04 -0.542 0.58749   
## MSTATUSz\_No 2.013e+02 1.310e+02 1.537 0.12439   
## SEXz\_F -2.657e+02 1.607e+02 -1.653 0.09841 .   
## EDUCATIONBachelors 1.249e+01 1.809e+02 0.069 0.94495   
## EDUCATIONMasters 1.760e+02 2.629e+02 0.669 0.50328   
## EDUCATIONPhD 4.605e+02 3.113e+02 1.479 0.13913   
## EDUCATIONz\_High\_School -1.597e+02 1.511e+02 -1.057 0.29033   
## JOBClerical -8.189e-01 2.983e+02 -0.003 0.99781   
## JOBDoctor -3.001e+02 3.570e+02 -0.841 0.40052   
## JOBHome\_Maker 1.212e+02 3.348e+02 0.362 0.71734   
## JOBLawyer 6.255e+01 2.583e+02 0.242 0.80864   
## JOBManager -1.405e+02 2.521e+02 -0.557 0.57744   
## JOBProfessional 1.542e+02 2.698e+02 0.571 0.56779   
## JOBStudent 1.930e+02 3.534e+02 0.546 0.58493   
## JOBz\_Blue\_Collar 2.050e+01 2.816e+02 0.073 0.94196   
## TRAVTIME 5.233e-01 2.823e+00 0.185 0.85296   
## CAR\_USEPrivate -9.743e+01 1.443e+02 -0.675 0.49945   
## BLUEBOOK -3.292e-02 2.907e-02 -1.132 0.25754   
## TIF -3.571e+00 1.067e+01 -0.335 0.73799   
## CAR\_TYPEPanel\_Truck 6.048e+01 2.476e+02 0.244 0.80703   
## CAR\_TYPEPickup -2.563e+01 1.494e+02 -0.172 0.86378   
## CAR\_TYPESports\_Car 2.335e+02 1.911e+02 1.222 0.22185   
## CAR\_TYPEVan 7.793e+01 1.865e+02 0.418 0.67612   
## CAR\_TYPEz\_SUV 1.424e+02 1.572e+02 0.905 0.36530   
## RED\_CARyes -2.562e+01 1.302e+02 -0.197 0.84400   
## OLDCLAIM 5.356e-03 7.867e-03 0.681 0.49601   
## CLM\_FREQ -1.379e+01 7.627e+01 -0.181 0.85649   
## REVOKEDYes -3.338e+02 1.543e+02 -2.163 0.03054 \*   
## MVR\_PTS 5.762e+01 2.343e+01 2.460 0.01392 \*   
## CAR\_AGE -2.556e+01 1.118e+01 -2.287 0.02219 \*   
## URBANICITYz\_Highly\_Rural/ Rural 3.004e+01 1.273e+02 0.236 0.81347   
## INCOME\_MOD 5.669e+00 3.487e+00 1.626 0.10400   
## HOME\_VAL\_MOD 8.547e+01 7.038e+01 1.214 0.22461   
## BLUEBOOK\_MOD 2.409e+01 1.082e+01 2.226 0.02604 \*   
## OLD\_CLAIM\_MOD -1.358e+01 2.552e+01 -0.532 0.59480   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 3968 on 8118 degrees of freedom  
## Multiple R-squared: 0.2922, Adjusted R-squared: 0.2886   
## F-statistic: 79.8 on 42 and 8118 DF, p-value: < 2.2e-16

##   
## Call:  
## lm(formula = TARGET\_AMT ~ ., data = train1, na.action = na.exclude)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -8194 -3200 -1477 475 99357   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.301e+02 2.517e+03 0.091 0.9272   
## KIDSDRIV -1.928e+02 3.175e+02 -0.607 0.5438   
## AGE 1.883e+01 2.128e+01 0.885 0.3765   
## HOMEKIDS 2.418e+02 2.089e+02 1.158 0.2472   
## YOJ -1.850e+01 5.647e+01 -0.328 0.7433   
## INCOME -2.033e-02 1.487e-02 -1.367 0.1718   
## PARENT1Yes 3.048e+02 5.886e+02 0.518 0.6046   
## HOME\_VAL -3.385e-04 3.975e-03 -0.085 0.9321   
## MSTATUSz\_No 8.846e+02 5.088e+02 1.738 0.0823 .  
## SEXz\_F -1.318e+03 6.617e+02 -1.992 0.0465 \*  
## EDUCATIONBachelors 1.371e+02 6.480e+02 0.212 0.8325   
## EDUCATIONMasters 1.013e+03 1.089e+03 0.930 0.3526   
## EDUCATIONPhD 2.548e+03 1.314e+03 1.939 0.0526 .  
## EDUCATIONz\_High\_School -4.982e+02 5.198e+02 -0.958 0.3379   
## JOBClerical 2.707e+02 1.204e+03 0.225 0.8222   
## JOBDoctor -2.268e+03 1.768e+03 -1.283 0.1996   
## JOBHome\_Maker 4.942e+02 1.325e+03 0.373 0.7093   
## JOBLawyer 2.596e+02 1.031e+03 0.252 0.8013   
## JOBManager -8.400e+02 1.068e+03 -0.787 0.4315   
## JOBProfessional 9.565e+02 1.133e+03 0.844 0.3988   
## JOBStudent 9.383e+02 1.369e+03 0.685 0.4932   
## JOBz\_Blue\_Collar 3.878e+02 1.152e+03 0.337 0.7364   
## TRAVTIME -3.967e-02 1.108e+01 -0.004 0.9971   
## CAR\_USEPrivate -4.098e+02 5.231e+02 -0.783 0.4335   
## BLUEBOOK -2.436e-02 1.153e-01 -0.211 0.8328   
## TIF -1.568e+01 4.251e+01 -0.369 0.7123   
## CAR\_TYPEPanel\_Truck -2.714e+02 1.000e+03 -0.271 0.7862   
## CAR\_TYPEPickup -9.873e+01 5.975e+02 -0.165 0.8688   
## CAR\_TYPESports\_Car 1.029e+03 7.506e+02 1.371 0.1706   
## CAR\_TYPEVan 2.776e+01 7.711e+02 0.036 0.9713   
## CAR\_TYPEz\_SUV 7.911e+02 6.711e+02 1.179 0.2387   
## RED\_CARyes -2.126e+02 4.975e+02 -0.427 0.6691   
## OLDCLAIM 3.624e-02 2.775e-02 1.306 0.1917   
## CLM\_FREQ -1.906e+01 2.366e+02 -0.081 0.9358   
## REVOKEDYes -1.185e+03 5.308e+02 -2.233 0.0257 \*  
## MVR\_PTS 1.273e+02 7.030e+01 1.810 0.0704 .  
## CAR\_AGE -9.674e+01 4.391e+01 -2.203 0.0277 \*  
## URBANICITYz\_Highly\_Rural/ Rural -1.126e+02 7.567e+02 -0.149 0.8817   
## INCOME\_MOD 1.624e+01 1.338e+01 1.214 0.2249   
## HOME\_VAL\_MOD 2.236e+02 2.642e+02 0.846 0.3974   
## BLUEBOOK\_MOD 5.441e+01 4.052e+01 1.343 0.1795   
## OLD\_CLAIM\_MOD -4.956e+01 8.318e+01 -0.596 0.5514   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 7689 on 2111 degrees of freedom  
## Multiple R-squared: 0.03285, Adjusted R-squared: 0.01407   
## F-statistic: 1.749 on 41 and 2111 DF, p-value: 0.00241

##### Step

We used Stepwise Algorithm on above models and we got simliar results. We see from the results below, the full model has better Adjusted R-squared and more predictors are statistically significant. “model.step” which include TARGET\_AMT has better Adjusted R-squared than model with out. These models have fewer predictor varables and all the variables are statistically significant in the model with out TARGET\_AMT. These models are lot simpler than above models.

##   
## Call:  
## lm(formula = TARGET\_AMT ~ TARGET\_FLAG + INCOME + MSTATUS + SEX +   
## REVOKED + MVR\_PTS + CAR\_AGE + INCOME\_MOD + HOME\_VAL\_MOD +   
## BLUEBOOK\_MOD, data = train\_clean, na.action = na.exclude)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -6204 -419 -75 202 101300   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -1.242e+03 2.427e+02 -5.119 3.15e-07 \*\*\*  
## TARGET\_FLAG1 5.729e+03 1.054e+02 54.369 < 2e-16 \*\*\*  
## INCOME -3.758e-03 2.465e-03 -1.525 0.1274   
## MSTATUSz\_No 2.406e+02 1.116e+02 2.155 0.0312 \*   
## SEXz\_F -1.660e+02 8.888e+01 -1.867 0.0619 .   
## REVOKEDYes -2.907e+02 1.355e+02 -2.145 0.0320 \*   
## MVR\_PTS 5.079e+01 2.098e+01 2.421 0.0155 \*   
## CAR\_AGE -1.330e+01 8.662e+00 -1.535 0.1247   
## INCOME\_MOD 3.363e+00 2.197e+00 1.531 0.1259   
## HOME\_VAL\_MOD 5.115e+01 3.597e+01 1.422 0.1551   
## BLUEBOOK\_MOD 1.196e+01 2.221e+00 5.387 7.37e-08 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 3964 on 8150 degrees of freedom  
## Multiple R-squared: 0.2906, Adjusted R-squared: 0.2897   
## F-statistic: 333.9 on 10 and 8150 DF, p-value: < 2.2e-16

##   
## Call:  
## lm(formula = TARGET\_AMT ~ MSTATUS + SEX + REVOKED + MVR\_PTS +   
## CAR\_AGE + HOME\_VAL\_MOD + BLUEBOOK\_MOD, data = train1, na.action = na.exclude)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -7832 -3124 -1568 413 100209   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1966.524 775.159 2.537 0.0113 \*   
## MSTATUSz\_No 940.922 405.741 2.319 0.0205 \*   
## SEXz\_F -626.656 333.867 -1.877 0.0607 .   
## REVOKEDYes -668.298 409.207 -1.633 0.1026   
## MVR\_PTS 129.193 64.243 2.011 0.0445 \*   
## CAR\_AGE -52.243 31.509 -1.658 0.0975 .   
## HOME\_VAL\_MOD 208.787 120.953 1.726 0.0845 .   
## BLUEBOOK\_MOD 42.839 7.676 5.581 2.69e-08 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 7664 on 2145 degrees of freedom  
## Multiple R-squared: 0.02356, Adjusted R-squared: 0.02037   
## F-statistic: 7.393 on 7 and 2145 DF, p-value: 8.408e-09

##### Cross Validation

We see simliar results from this models as well. We see from the results below the full model has better Adjusted R-squared than model with out TARGET\_FLAG.

##   
## Call:  
## lm(formula = .outcome ~ ., data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -6156 -474 -79 229 101001   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) -2.077e+03 6.920e+02 -3.002 0.00269  
## TARGET\_FLAG1 5.731e+03 1.139e+02 50.333 < 2e-16  
## KIDSDRIV -3.979e+01 9.912e+01 -0.401 0.68812  
## AGE 7.055e+00 6.192e+00 1.139 0.25458  
## HOMEKIDS 5.175e+01 5.741e+01 0.901 0.36737  
## YOJ -5.062e+00 1.488e+01 -0.340 0.73373  
## INCOME -5.774e-03 3.586e-03 -1.610 0.10741  
## PARENT1Yes 1.568e+02 1.769e+02 0.887 0.37534  
## HOME\_VAL -5.119e-04 9.437e-04 -0.542 0.58749  
## MSTATUSz\_No 2.013e+02 1.310e+02 1.537 0.12439  
## SEXz\_F -2.657e+02 1.607e+02 -1.653 0.09841  
## EDUCATIONBachelors 1.249e+01 1.809e+02 0.069 0.94495  
## EDUCATIONMasters 1.760e+02 2.629e+02 0.669 0.50328  
## EDUCATIONPhD 4.605e+02 3.113e+02 1.479 0.13913  
## EDUCATIONz\_High\_School -1.597e+02 1.511e+02 -1.057 0.29033  
## JOBClerical -8.189e-01 2.983e+02 -0.003 0.99781  
## JOBDoctor -3.001e+02 3.570e+02 -0.841 0.40052  
## JOBHome\_Maker 1.212e+02 3.348e+02 0.362 0.71734  
## JOBLawyer 6.255e+01 2.583e+02 0.242 0.80864  
## JOBManager -1.405e+02 2.521e+02 -0.557 0.57744  
## JOBProfessional 1.542e+02 2.698e+02 0.571 0.56779  
## JOBStudent 1.930e+02 3.534e+02 0.546 0.58493  
## JOBz\_Blue\_Collar 2.050e+01 2.816e+02 0.073 0.94196  
## TRAVTIME 5.233e-01 2.823e+00 0.185 0.85296  
## CAR\_USEPrivate -9.743e+01 1.443e+02 -0.675 0.49945  
## BLUEBOOK -3.292e-02 2.907e-02 -1.132 0.25754  
## TIF -3.571e+00 1.067e+01 -0.335 0.73799  
## CAR\_TYPEPanel\_Truck 6.048e+01 2.476e+02 0.244 0.80703  
## CAR\_TYPEPickup -2.563e+01 1.494e+02 -0.172 0.86378  
## CAR\_TYPESports\_Car 2.335e+02 1.911e+02 1.222 0.22185  
## CAR\_TYPEVan 7.793e+01 1.865e+02 0.418 0.67612  
## CAR\_TYPEz\_SUV 1.424e+02 1.572e+02 0.905 0.36530  
## RED\_CARyes -2.562e+01 1.302e+02 -0.197 0.84400  
## OLDCLAIM 5.356e-03 7.867e-03 0.681 0.49601  
## CLM\_FREQ -1.379e+01 7.627e+01 -0.181 0.85649  
## REVOKEDYes -3.338e+02 1.543e+02 -2.163 0.03054  
## MVR\_PTS 5.762e+01 2.343e+01 2.460 0.01392  
## CAR\_AGE -2.556e+01 1.118e+01 -2.287 0.02219  
## `URBANICITYz\_Highly\_Rural/ Rural` 3.004e+01 1.273e+02 0.236 0.81347  
## INCOME\_MOD 5.669e+00 3.487e+00 1.626 0.10400  
## HOME\_VAL\_MOD 8.547e+01 7.038e+01 1.214 0.22461  
## BLUEBOOK\_MOD 2.409e+01 1.082e+01 2.226 0.02604  
## OLD\_CLAIM\_MOD -1.358e+01 2.552e+01 -0.532 0.59480  
##   
## (Intercept) \*\*   
## TARGET\_FLAG1 \*\*\*  
## KIDSDRIV   
## AGE   
## HOMEKIDS   
## YOJ   
## INCOME   
## PARENT1Yes   
## HOME\_VAL   
## MSTATUSz\_No   
## SEXz\_F .   
## EDUCATIONBachelors   
## EDUCATIONMasters   
## EDUCATIONPhD   
## EDUCATIONz\_High\_School   
## JOBClerical   
## JOBDoctor   
## JOBHome\_Maker   
## JOBLawyer   
## JOBManager   
## JOBProfessional   
## JOBStudent   
## JOBz\_Blue\_Collar   
## TRAVTIME   
## CAR\_USEPrivate   
## BLUEBOOK   
## TIF   
## CAR\_TYPEPanel\_Truck   
## CAR\_TYPEPickup   
## CAR\_TYPESports\_Car   
## CAR\_TYPEVan   
## CAR\_TYPEz\_SUV   
## RED\_CARyes   
## OLDCLAIM   
## CLM\_FREQ   
## REVOKEDYes \*   
## MVR\_PTS \*   
## CAR\_AGE \*   
## `URBANICITYz\_Highly\_Rural/ Rural`   
## INCOME\_MOD   
## HOME\_VAL\_MOD   
## BLUEBOOK\_MOD \*   
## OLD\_CLAIM\_MOD   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 3968 on 8118 degrees of freedom  
## Multiple R-squared: 0.2922, Adjusted R-squared: 0.2886   
## F-statistic: 79.8 on 42 and 8118 DF, p-value: < 2.2e-16

##   
## Call:  
## lm(formula = .outcome ~ ., data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -8194 -3200 -1477 475 99357   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.301e+02 2.517e+03 0.091 0.9272   
## KIDSDRIV -1.928e+02 3.175e+02 -0.607 0.5438   
## AGE 1.883e+01 2.128e+01 0.885 0.3765   
## HOMEKIDS 2.418e+02 2.089e+02 1.158 0.2472   
## YOJ -1.850e+01 5.647e+01 -0.328 0.7433   
## INCOME -2.033e-02 1.487e-02 -1.367 0.1718   
## PARENT1Yes 3.048e+02 5.886e+02 0.518 0.6046   
## HOME\_VAL -3.385e-04 3.975e-03 -0.085 0.9321   
## MSTATUSz\_No 8.846e+02 5.088e+02 1.738 0.0823 .  
## SEXz\_F -1.318e+03 6.617e+02 -1.992 0.0465 \*  
## EDUCATIONBachelors 1.371e+02 6.480e+02 0.212 0.8325   
## EDUCATIONMasters 1.013e+03 1.089e+03 0.930 0.3526   
## EDUCATIONPhD 2.548e+03 1.314e+03 1.939 0.0526 .  
## EDUCATIONz\_High\_School -4.982e+02 5.198e+02 -0.958 0.3379   
## JOBClerical 2.707e+02 1.204e+03 0.225 0.8222   
## JOBDoctor -2.268e+03 1.768e+03 -1.283 0.1996   
## JOBHome\_Maker 4.942e+02 1.325e+03 0.373 0.7093   
## JOBLawyer 2.596e+02 1.031e+03 0.252 0.8013   
## JOBManager -8.400e+02 1.068e+03 -0.787 0.4315   
## JOBProfessional 9.565e+02 1.133e+03 0.844 0.3988   
## JOBStudent 9.383e+02 1.369e+03 0.685 0.4932   
## JOBz\_Blue\_Collar 3.878e+02 1.152e+03 0.337 0.7364   
## TRAVTIME -3.967e-02 1.108e+01 -0.004 0.9971   
## CAR\_USEPrivate -4.098e+02 5.231e+02 -0.783 0.4335   
## BLUEBOOK -2.436e-02 1.153e-01 -0.211 0.8328   
## TIF -1.568e+01 4.251e+01 -0.369 0.7123   
## CAR\_TYPEPanel\_Truck -2.714e+02 1.000e+03 -0.271 0.7862   
## CAR\_TYPEPickup -9.873e+01 5.975e+02 -0.165 0.8688   
## CAR\_TYPESports\_Car 1.029e+03 7.506e+02 1.371 0.1706   
## CAR\_TYPEVan 2.776e+01 7.711e+02 0.036 0.9713   
## CAR\_TYPEz\_SUV 7.911e+02 6.711e+02 1.179 0.2387   
## RED\_CARyes -2.126e+02 4.975e+02 -0.427 0.6691   
## OLDCLAIM 3.624e-02 2.775e-02 1.306 0.1917   
## CLM\_FREQ -1.906e+01 2.366e+02 -0.081 0.9358   
## REVOKEDYes -1.185e+03 5.308e+02 -2.233 0.0257 \*  
## MVR\_PTS 1.273e+02 7.030e+01 1.810 0.0704 .  
## CAR\_AGE -9.674e+01 4.391e+01 -2.203 0.0277 \*  
## `URBANICITYz\_Highly\_Rural/ Rural` -1.126e+02 7.567e+02 -0.149 0.8817   
## INCOME\_MOD 1.624e+01 1.338e+01 1.214 0.2249   
## HOME\_VAL\_MOD 2.236e+02 2.642e+02 0.846 0.3974   
## BLUEBOOK\_MOD 5.441e+01 4.052e+01 1.343 0.1795   
## OLD\_CLAIM\_MOD -4.956e+01 8.318e+01 -0.596 0.5514   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 7689 on 2111 degrees of freedom  
## Multiple R-squared: 0.03285, Adjusted R-squared: 0.01407   
## F-statistic: 1.749 on 41 and 2111 DF, p-value: 0.00241

1. SELECT MODELS (25 Points)

##### ROC and AUC

Sensitivity, Specificity ROC and Area under curver are very similar for all the models. We cant select one model over another based on these.

![](data:image/png;base64,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)

## Sensitivity Specificity Pos Pred Value   
## 0.8180077 0.6676364 0.9239348   
## Neg Pred Value Precision Recall   
## 0.4263818 0.9239348 0.8180077   
## F1 Prevalence Detection Rate   
## 0.8677505 0.8315157 0.6801863   
## Detection Prevalence Balanced Accuracy   
## 0.7361843 0.7428220

## Sensitivity Specificity Pos Pred Value   
## 0.8180879 0.6652205 0.9229361   
## Neg Pred Value Precision Recall   
## 0.4273107 0.9229361 0.8180879   
## F1 Prevalence Detection Rate   
## 0.8673549 0.8305355 0.6794510   
## Detection Prevalence Balanced Accuracy   
## 0.7361843 0.7416542

## Sensitivity Specificity Pos Pred Value   
## 0.8174591 0.6673977 0.9242676   
## Neg Pred Value Precision Recall   
## 0.4240595 0.9242676 0.8174591   
## F1 Prevalence Detection Rate   
## 0.8675885 0.8323735 0.6804313   
## Detection Prevalence Balanced Accuracy   
## 0.7361843 0.7424284

## Full Transformed Step Transformed  
## AUC 0.6751583 0.6751234 0.6741635

#### AIC

All three models have very simliar AIC. Transformed and Transformed Step models have slightly better AIC values.

## Full Transformed Transformed Step  
## AIC 7373.591 7335.034 7321.984

#### Deviance

Based on the ANOVA summary of the deviance we Transformed and Transformed Step models are slightly better than the full model.

## Analysis of Deviance Table   
## Resid. Df Resid. Dev Df Deviance  
## 1 8123 7297.6   
## 2 8119 7251.0 4 46.557  
## 3 8128 7256.0 -9 -4.950

We will choose the transform\_model\_step.glm model for predicting ‘TARGET\_FLAG’ because of its simplicity, fewer predictors, and slightly better AIC/Deviance over the other two models.

##### Models for predicting Target amount

Based on the table below we see that all models with ‘TARGET\_FLAG’ have higher Adjusted R-squared values. Models without TARGET\_FLAG and excluding TARGET\_FLAG1=0 observation have low Adjusted R-squared values, therefore doesnt explain the variablity in the data well. RMSE values for the models with TARGET\_FLAG are far better than the models without TARGET\_FLAG, suggesting models with TARGET\_FLAG1 are better fits the data. We believe FullOnlyFlag1Step is a better model for predicting TARGET\_AMOUNT. We choose this model based on its simplcity and by examing the predicted target amount on the train data. However, we are concerned about this model’s low Adjusted R-squared value.

## FullModel FullOnlyFlag1 FullModelStep   
## 0.288557224 0.014068488 0.289727934   
## FullOnlyFlag1Step CrossValidation CrossValidationFalg1   
## 0.020371268 0.304935460 0.009724781

## FullModel FullOnlyFlag1 FullModelStep   
## 3957.242 7613.161 3961.770   
## FullOnlyFlag1Step CrossValidation CrossValidationFalg1   
## 7649.656 3891.799 7661.976

# Test the reduced model on evaluation data

All three models have same prediction for ‘TARGET\_FLAG’. Different models predict different TARGET\_AMT. A better approach to predict ‘TARGET\_AMOUNT’ would be to predict TARGET\_FLAG and then run prediction on observation with TARGET\_FLAG=1; these predictions seem to be more realistic.

# R Code

library(car) library(caTools) library(caret) library(corrplot) library(data.table) library(dplyr) library(geoR) library(ggplot2) library(grid) library(gridExtra) library(kableExtra) library(knitr) library(MASS) library(naniar) library(nortest) library(pROC) library(pscl) library(psych) library(reshape) library(PerformanceAnalytics) library(ROCR) library(testthat) library(UpSetR) require(leaps) train <- read.csv(“<https://raw.githubusercontent.com/jjohn81/DATA621_Assignment4/master/insurance_training.csv>”) test <- read.csv(“<https://raw.githubusercontent.com/jjohn81/DATA621_Assignment4/master/insurance-evaluation.csv>”) test\_actual <- test

summary(train)

# remove “$" money = function(input) { out = sub("\\$”, “”, input)

out = as.numeric(sub(“,”, “”, out)) return(out) }

# Remove " “, replace with”*" underscore = function(input) { out = sub(" “,”*“, input) return(out) }

train = as.tbl(train) %>% mutate\_at(c(“INCOME”,“HOME\_VAL”,“BLUEBOOK”,“OLDCLAIM”), money) %>% mutate\_at(c(“EDUCATION”,“JOB”,“CAR\_TYPE”,“URBANICITY”), underscore) %>% mutate\_at(c(“EDUCATION”,“JOB”,“CAR\_TYPE”,“URBANICITY”), as.factor) %>% mutate(TARGET\_FLAG = as.factor(TARGET\_FLAG))

test = as.tbl(test) %>% mutate\_at(c(“INCOME”,“HOME\_VAL”,“BLUEBOOK”,“OLDCLAIM”), money) %>% mutate\_at(c(“EDUCATION”,“JOB”,“CAR\_TYPE”,“URBANICITY”), underscore) %>% mutate\_at(c(“EDUCATION”,“JOB”,“CAR\_TYPE”,“URBANICITY”), as.factor) %>% mutate(TARGET\_FLAG = as.factor(TARGET\_FLAG))

trainAGE)] <- mean(trainYOJ[is.na(train$YOJ)] <- mean(trainHOME\_VAL[is.na(train$HOME\_VAL)] <- median(trainCAR\_AGE[is.na(train$CAR\_AGE)] <- mean(trainINCOME[is.na(train$INCOME)] <- median(trainINDEX <- NULL

testAGE)] <- mean(testYOJ[is.na(test$YOJ)] <- mean(testHOME\_VAL[is.na(test$HOME\_VAL)] <- median(testCAR\_AGE[is.na(test$CAR\_AGE)] <- mean(testINCOME[is.na(test$INCOME)] <- median(test$INCOME, na.rm=TRUE) #test <- test[complete.cases(test),] test\_clean <- test test\_clean$INDEX <- NULL

train\_cleanINCOME) train\_cleanHOME\_VAL) train\_cleanBLUEBOOK) train\_cleanOLDCLAIM)

test\_cleanINCOME) test\_cleanHOME\_VAL) test\_cleanBLUEBOOK) test\_cleanOLDCLAIM)

ntrain<-select\_if(train\_clean, is.numeric) ntrain <- ntrain[,c(“INCOME”,“HOME\_VAL”,“BLUEBOOK”,“OLDCLAIM”)] ntrain <- as.data.frame((ntrain))

par(mfrow=c(2, 2)) colnames <- dimnames(ntrain)[[2]]

for(col in 1:4) { d <- density(na.omit(ntrain[,col])) plot(d, type=“n”, main=colnames[col]) polygon(d, col=“blue”, border=“gray”) }

boxcoxfit(train\_cleanINCOME >0]) train\_cleanINCOME ^0.443 boxcoxfit(train\_cleanHOME\_VAL > 0]) train\_cleanHOME\_VAL^0.102 boxcoxfit(train\_cleanBLUEBOOK\_MOD <- train\_cleanOLDCLAIM[train\_clean$OLDCLAIM>0]) train\_cleanOLDCLAIM + 1)

test\_cleanINCOME 0.443 test\_cleanHOME\_VAL0.102 test\_cleanBLUEBOOK^0.461 test\_cleanOLDCLAIM + 1)

pairs(~MVR\_PTS+CLM\_FREQ+URBANICITY+HOME\_VAL+PARENT1+CAR\_USE+OLDCLAIM, data=train\_clean, main=“Predictors with High Correlattions to Targets”, col=“slategrey”) train\_flag <- train[,-c(1)] full.model.glm <- glm(TARGET\_FLAG ~.-TARGET\_AMT , data = train\_flag, family = binomial(link=‘logit’)) summary(full.model.glm)

transform\_model.glm <- glm(TARGET\_FLAG ~.-TARGET\_AMT, data = train\_clean, family = binomial(link=‘logit’)) summary(transform\_model.glm) transform\_model\_step.glm <- step( transform\_model.glm,trace = 0, keep = NULL) summary(transform\_model\_step.glm)

full.model <- lm(TARGET\_AMT ~ . , data = train\_clean, na.action = na.exclude) summary(full.model)

train1 <- train\_clean[ which(train\_clean$TARGET\_FLAG==1),] train1 <- train1[,-c(1)]

full.model.onlyFlag1 <- lm(TARGET\_AMT ~ . ,data= train1, na.action = na.exclude)

summary(full.model.onlyFlag1)

model.step <- step(full.model, trace = 0, keep = NULL) summary(model.step) model.onlyFlga1.step <- step(full.model.onlyFlag1, trace = 0, keep = NULL) summary(model.onlyFlga1.step)

set.seed(123) train.control <- trainControl(method = “cv”, number = 10) # Train the model xModel <- train(TARGET\_AMT ~., data = train\_clean, method = “lm”, trControl = train.control)

summary(xModel)

train1 <- train\_clean[ which(train\_clean$TARGET\_FLAG==1),] train1 <- train1[,-c(1)] xModel\_onlyFlag1 <- train(TARGET\_AMT ~., data = train1, method = “lm”, trControl = train.control)

summary(xModel\_onlyFlag1)

par(mfrow=c(1, 3)) train\_flagTARGET\_FLAG, train\_flag$predict\_full\_glm, plot=T, asp=NA, legacy.axes=T, main = “ROC Full Model”, col=“red”, levels=c(0,1))

train\_clean$transform\_model\_glm <- ifelse(predict(transform\_model.glm, train\_clean, type=‘response’) > 0.5,1,0)

roc\_transform\_model\_glm <- roc(train\_cleantransform\_model\_glm, plot=T, asp=NA, legacy.axes=T, main = “ROC Transformed”, col=“red” ,levels=c(0,1))

train\_clean$transform\_model\_step\_glm <- ifelse(predict(transform\_model\_step.glm, train\_clean, type=‘response’) > 0.5,1,0)

roc\_transform\_model\_step\_glm <- roc(train\_cleantransform\_model\_step\_glm, plot=T, asp=NA, legacy.axes=T, main = “ROC Step Wise”, col=“red”, levels=c(0,1))

confusionMatrix(table(train\_flagpredict\_full\_glm))TARGET\_FLAG, train\_cleanbyClass confusionMatrix(table(train\_cleantransform\_model\_step\_glm))$byClass

auc.model <- matrix(c(auc(roc\_full\_glm),auc(roc\_transform\_model\_glm), auc(roc\_transform\_model\_step\_glm)), ncol = 3, nrow=1, byrow = T) colnames(auc.model)<-c(“Full”, “Transformed”, “Step Transformed”) rownames(auc.model)<- c(“AUC”) auc.model

aic <- matrix(c(full.model.glmaic,transform\_model\_step.glm$aic), ncol = 3, nrow=1, byrow = T) colnames(aic)<-c(“Full”, “Transformed”, “Transformed Step”) rownames(aic)<- c(“AIC”) aic

anova(full.model.glm, transform\_model.glm, transform\_model\_step.glm)

rsq <-c(summary(full.model)adj.r.squared, summary(model.step)adj.r.squared, xModelRsquared, xModel\_onlyFlag1Rsquared) modelnames <- c(‘FullModel’, ‘FullOnlyFlag1’, ‘FullModelStep’,‘FullOnlyFlag1Step’,‘CrossValidation’,‘CrossValidationFalg1’ ) names(rsq)<- modelnames rsq rmse <- c(sqrt(mean(full.modelresiduals2)), sqrt(mean(model.stepresiduals2)), xModelRMSE, xModel\_onlyFlag1RMSE)

names(rmse)<- modelnames rmse

test\_cleanTARGET\_AMT)

predicted <- predict(full.model.glm, newdata = test\_clean, type=“response”) test\_clean$TARGET\_FLAG <- as.factor(ifelse(predicted > 0.5,1,0))

test\_clean$TARGET\_FLAG\_Full <- as.factor(ifelse(predicted > 0.5,1,0))

preditcted <- predict(transform\_model.glm, newdata = test\_clean, type=“response”) test\_clean$TARGET\_FLAG\_Transform\_Model <- ifelse(predicted > 0.5,1,0) predicted <- predict(transform\_model\_step.glm, newdata = test\_clean, type="response") test\_clean$TARGET\_FLAG\_Transform\_Model\_Step <- ifelse(predicted > 0.5,1,0)

test\_cleanTARGET\_AMT\_Full\_Flag1 <- predict(full.model.onlyFlag1, newdata = test\_clean, type=“response”) test\_clean$TARGET\_AMT\_Step <- predict(model.step, newdata = test\_clean, type="response") test\_clean$TARGET\_AMT\_Step\_Flag1 <- predict(model.onlyFlga1.step, newdata = test\_clean, type=“response”) test\_cleanTARGET\_AMT\_xModel\_onlyFlag1 <- predict(xModel\_onlyFlag1, newdata = test\_clean) write.csv(test\_clean,“Data.csv”)