**Problem Set 3: RVs and MATLAB exercises**

**Worth ~7.5 points (18/2.4) + Bonus 1.67 points (4/2.4)**

**Administrative comments:**

1. Due date: Feb 10 (Mon), 11.59 pm. Remember: 5% off for each late hour!

*(The remaining administrative and general comments are all the same as for PS2.)*

1. This PS is meant to get you into the very trenches of data visualization in MATLAB. Rather than trying to set aside a large chunk of time on a single day to work on this problem set, splitting up work over a couple of days can help. Also, consider grappling with problem #2 last.
2. Upload your answer sheet and code to Gradescope. Note that there will be two assignment pages for each problem set, one for the PDF answer sheet and one for MATLAB code (single .m file, appropriately commented)
   1. Name your MATLAB code file as: ps#\_name.m (e.g., ps1\_shreesh.m)
   2. Within the code.m file, separate the code for each problem with a “section break”, which, in MATLAB, is obtained by inserting a line with %% followed by the problem number. (e.g., %% Problem 2)
   3. Name all your figures as: ps#\_name\_figX.pdf (ps1\_shreesh\_fig3.pdf, for problem 3).
3. In general, efficiency of the code will be valued, as will be validity in the choice of variable names (per Tutorial under MATLAB-REVIEW module) and the clarity of the comments. Note: using the % symbol before a line of text comments out that line.
4. Collaboration/discussion are permitted (encouraged, in fact). However, make sure that the solutions you turn in are your own and that you understand everything that you put in your solutions. The goal, here, is to have a solid foundation upon which we can build in the coming weeks.
5. Always abide by JHU honor code (see course syllabus).

**General tips and comments: For all the problems,**

1. Label the x,y (& z) axes appropriately. [Hint: “xlabel” (and ylabel and zlabel) ]
2. Make sure that the axis labels are of fontsize 15 [Hint: h=xlabel(“blood pressure”); set(h,”fontsize”,…)]
3. Set the font size of the x and y tick labels to be 10. [“help set”; the syntax that you will ultimately use will look like: set(gca,”fontsize”,…) ].
4. Provide a title for all plots [hint: “help title”]. Set title’s fontsize to be 18.
5. Use the command “print –dpdf figName” to save the current figure as a pdf file. The “current” figure is the one that you most recently clicked on with your mouse.

|  |  |  |  |
| --- | --- | --- | --- |
| **Qn** | **Points** | **Should take you (in min)** | **How long did it take? (approximately, min)** |
| **1** | **2** | **15’** |  |
| **2** | **2** | **15’** |  |
| **3** | **5** | **30’** |  |
| **4** | **5** | **15’** |  |
| **5** | **-** | **60’** |  |
| **6 (BONUS)** | **4** | **60’** |  |

\*Copy and paste this table into your answer sheet,

(or) just use this word document to type out your written anwers and then rename it as described in “c” above

**1. Random numbers (2 point).** Generate a vector with 30 random numbers drawn from a normal distribution with a mean of 3.2 and a variance of 16. (Hint: help randn)

**2. Variance property (2 points).** Var(X) = E[ (X-μx)2 ]. Derive what Var(aX) is. (Hint: Replace X with aX on the both sides of the formula and expand things out)

**3. Boxplot (5 points)**. Load the data set and produce a boxplot of the data to have it match (mostly) the shown figure. ![](data:image/png;base64,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)

1. (1) Set color of boxes to red (don’t worry about turning some of the lines green, as in the adjacent plot).
2. (1) Plot the median as a dot instead of as a line.
3. (1) Change the outlier symbol to ‘x’
4. (1) Set the xticklabels to be ‘Subject 1’, ‘Subject 2’, and ‘Subject 3’.
5. (1) What does the interquartile range of a distribution mean (briefly and intuitively)? Show how you would calculate it for a dataset (say a vector x, containing 10 reaction times)?

For question e., write your answer down as comments below the code for a.-f (properly sectioned). Answer in equation(s) and sentence(s).

Hint: Everything you need for this, you should find under “help boxplot” + Slides\_MATLAB\_basics\_part2.ppt.

Dataset**: ps3\_3\_boxplot.mat**

**4 (5 points)** Given two random variables X and Y, what are the mathematical/statistical definitions for

* 1. Uncorrelatedness
  2. Independence
  3. Orthogonality

(Write out the ‘equation’ defining each)

* 1. Uncorrelated and zero mean RVs => independent. T/F? Explain briefly
  2. Uncorrelated => orthogonal. T/F? Explain briefly.

**5.** BONUS **(4 points)** Why is the sample variance calculated by dividing by (n-1) rather than n? Please show this explicitly with a derivation. (Hint: The answer to this was fully worked out at the end of Lecture 03A\_slides. I would like you to not only write it out, but also explain how / why you are able to go from one step to another. Either hand-written and attached as a picture in the same doc, or typed are fine.)