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In the context of a standard framework for indirect reciprocity [?], the authors of [9] mathematically analyzed all possible combinations of assessment modules and action models in order to identify those combinations that are evolutionarily stable. 25 strategies were identified as evolutionarily stable. Of these 25 stable strategies, eight strategies were able to maintain a high level of cooperation - earning more that 90% of the maximum possible payout. The authors labeled these eight strategies the “leading eight”.

The study conducted in [9] contains the following limitations:

* Only the stability of a strategy is considered. The stability of a strategy is its ability to resist invasion by other strategies once it has become established in a population. The study assumes that a population composed of a majority of agents following one action rule is invaded by a small number of agents following one other action rule.
* All the agents in the population are assumed to share the same assessment module

In previous experiments, the “leading eight” evolutionarily stable strategies were applied to the public goods game. In computer simulations, it was found that, in the context of a public goods game, none of the “leading eight” strategies met the criteria of robustness, stability and initial viability. However, the analysis performed in this study did not impose the same limitations that were imposed in original analysis that identified the “leading eight”. Each strategy was evaluated in an environment that included unconditional cooperators and unconditional defectors in addition to agents following the subject strategy.

In [12] and [13], the authors consider a population of agents divided into groups. Each agent is bestowed with a private action rule. However, the agents in each group share a common assessment module. After the generation of a new generation of agents, the assessment rules followed by each group were evolved based on the overall fitness achieved by each group. The authors found that the assessment module followed by groups evolved into the stern-judging assessment module shown in the following table.

|  |  |  |  |
| --- | --- | --- | --- |
| **Observed Situation** | | | **Stern-Judging** |
| **Donor Reputation** | **Recipient Reputation** | **Donor Action** |
| Good | Good | Donate | Good |
| Good | Good | Refuse | Bad |
| Good | Bad | Donate | Bad |
| Good | Bad | Refuse | Good |
| Bad | Good | Donate | Good |
| Bad | Good | Refuse | Bad |
| Bad | Bad | Donate | Bad |
| Bad | Bad | Refuse | Good |

The CO and OR action rules, shown in the following table, were the most common action rules to co-evolve along with the stern-judging assessment rule. These two action modules are cooperative.

|  |  |  |  |
| --- | --- | --- | --- |
| **Situation** | | **Action to Take** | |
| **Donor Rep.** | **Recipient Rep.** | **CO[[1]](#footnote-1)** | **OR[[2]](#footnote-2)** |
| Good | Good | Donate | Donate |
| Good | Bad | Refuse | Refuse |
| Bad | Good | Donate | Donate |
| Bad | Bad | Refuse | Donate |

As an extension to the study performed in [?], the group evolution procedure employed in [12] and [13] will be used to evaluate the effectiveness of different strategies in the context of the public goods game.

Within each group, the indirect observation model is used to assign and distribute a shared opinion of each agent’s reputation among all members of the group.

# Related Work

In [6], the authors consider indirect reciprocity in a population that is divided among *g* well mixed groups each consisting of *n* members. Dividing the population into multiple groups instead of using a single unified population is intended to limit the effects of genetic drift. During each generation, *m* rounds of donor-recipient interactions are played. For each round, two individuals are chosen randomly with one playing the role of the donor and the other playing the role of the recipient. The authors use a direct observation model in which each agent observes every interaction. Agents assign reputations to each other using a shared assessment module. Each agent has a private action module that specifies the action the agent should take. However, there is a small probability ε that an agent will take an action that is different from the action prescribed by its action module.

When evolving the agent population, the authors employ the strategy-based evolution process. After the completion of *m* interactions, the local within-group and global cross-group reproductive probabilities for each strategy are calculated. With probability *p*, the strategy followed by an agent in the next generation is selected based on the local within-group fitness scores and otherwise it is selected based on the global cross-group fitness scores. When determining the strategy for an agent in the next generation, a mutation occurs with probability *μ*. When a mutation occurs, the agent’s strategy is selected from among all available strategies with equal probability (independent of the strategy fitness).

The authors conduct two different sets of experiments with different model assumptions. In the first set of experiments, they reassess the results presented in [3] in an environment that limits the impact of genetic drift. To this end, they measure agent reputations on a scale from -5 to +5, assume that all agents use the scoring assessment module and assume that agent perception is error free. In this context, they evaluate the performance of the SELF, CO and AND action modules. Based on the results of experiments, the authors conclude that the results presented in [3] are dependent on the effects of genetic drift and a small cost-to-benefit ratio.

In the second set of experiments, they evaluate the performance of the standing assessment module. In this case, they augment the model used in the previous set of experiments with agents that use the binary image scale and the standing assessment module to assign reputations to agents. Because the authors of [3] claim that the standing assessment module is prone to be affected by perception errors, they include a small probability δ that an agent misperceives the action taken by another agent. Based on the results of experiments, the authors conclude that agents using the standing assessment module out-perform agents following the scoring assessment module.

In [8], the authors use a variation of the approach used in [6]. Differences between the model used in [8] and the model used in [6] includes the following:

* Each agent follows its own assessment module
* All agents measure reputations using the binary image scale
* Individual-based evolution process is used

The authors considered three different scenarios when conducting their experiments. In the first scenario, they consider the scenario in which all 14 strategies are initially present. In the second scenario, they limit the agents to a single assessment module and consider all possible action modules. In the final scenario, they limit the agents to a single action module and consider all possible assessment modules.

For each scenario, they conduct several different sets of experiments making different assumptions about the rate of gene flow between the groups (i.e., the value of *p*), the cost-to-benefit ratio, the mutation rate, the probability an agent observes an interaction, the probability that an execution error occurs and he probability that a perception error occurs. Based on the results of experiments, the authors conclude that, the standing assessment module is the most successful at promoting cooperation.

In [13], the authors investigate the co-evolution of assessment rules and action rules in the context of the door-recipient game. The model employed by the authors considers evolution at two levels. At the base level, the authors consider the evolution of action strategies in the context of a fixed assessment rule. On top of this base level, the authors consider the evolution of social norms in the context of competition between groups of agents called tribes.

Let be a tribe of agents and be the *jth* member of that tribe. Let be the social norm used by tribe *Ti*, be the strategy followed by agent *aij* and be the reputation of agent *aij*. The reputation of each agent is considered public shared information.

The simulation proceeds in rounds and each round consists of two stages. During the first stage, each agent participates in one donor-recipient game with every other member of its tribe. The payouts received by each agent are tracked in order to calculate the fitness of each individual in the tribe.

## Critique, Observations, Improvements and Extensions
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1. The CO strategy is also referred to as the “discriminator” strategy. [↑](#footnote-ref-1)
2. The OR strategy is also referred to as the “contrite tit-for-tat” strategy. [↑](#footnote-ref-2)