Cuando termine el curso, sería importante que sepan tener respuestas a las siguientes preguntas sobre los distintos temas abordados en el curso. Estas preguntas tienen dos objetivos.

1- Ayudar a redondear conceptos de cada uno de los temas.

2- Preparación de la parte de preguntas teóricas el día del examen.

Estas preguntas no forman parte del material que deben entregar. Lo que deben entregar son lo que les indico en el otro topic.

Iré actualizando esta lista en la medida que recorramos los próximos temas.

**ÁLGEBRA LINEAL**

1.     **¿Qué es una forma cuadrática?**

**2.     ¿Qué propiedades tienen los valores propios de una matriz simétrica?** Los valores propios de una matriz simétrica son todos reales, y los vectores propios correspondientes son ortogonales entre sí.

**3.     ¿Qué significa que una matriz simétrica sea definida positiva o semidefinida positiva? Indicar dos definiciones equivalentes entre sí.**

**4.     ¿Qué relación existe entre la traza de una matriz y sus valores propios? ¿Y entre el determinante de la matriz y sus valores propios?** La traza de una matriz es igual a la suma de sus valores propios. El determinante de una matriz es el producto de sus valores propios.

**5.     ¿Qué dice el teorema espectral? Dar dos resultados equivalentes entre sí.** El teorema espectral establece que cualquier matriz simétrica real puede diagonalizarse mediante una matriz ortogonal. Es decir, A=QΛQ^T , donde Q techo es una matriz ortogonal cuyas columnas son los vectores propios y Λ techo es una matriz diagonal con los valores propios.

**6.     ¿Qué dice el teorema de la esfera unidad?**

**7.     ¿Qué propiedades tienen las matrices de covarianzas?** Las matrices de covarianzas son simétricas y semidefinidas positivas, lo que significa que todos sus valores propios son no negativos. Además, la diagonal contiene las varianzas de las variables.

**ANÁLISIS EN COMPONENTES PRINCIPALES (PCA)**

1**.     ¿Cuál es el objetivo principal que aborda el análisis en componentes principales?** El objetivo es reducir la dimensionalidad de los datos, manteniendo la mayor cantidad posible de la variabilidad total. Esto se logra transformando las variables originales en un conjunto más pequeño de variables no correlacionadas llamadas **componentes principales**.

2.     **¿Cómo se hallan las componentes principales? ¿Qué problema resuelven?** Las componentes principales se obtienen calculando los valores y vectores propios de la matriz de covarianzas o la matriz de correlaciones de los datos. Resuelven el problema de maximizar la varianza explicada por las nuevas variables (componentes) con respecto a las originales.

**3.     ¿Qué problema trae aparejada la existencia de datos atípicos en el PCA?** Los datos atípicos pueden distorsionar los resultados del PCA, ya que las componentes principales están basadas en la varianza, y los atípicos pueden inflar la varianza de manera desproporcionada.

**4.     Si las variables tienen distintas unidades de medida o distintas magnitudes ¿qué problema puede aparecer en el PCA y cómo se puede hacer para resolverlo?** Si las variables tienen diferentes escalas, las que tienen mayores magnitudes dominarán las componentes principales. Para resolver este problema, se estandarizan las variables, es decir, se les da la misma escala convirtiendo sus medias en 0 y sus desviaciones estándar en 1.

**5.     ¿Qué desventaja puede tener estandarizar los datos antes de hacer un PCA?** Al estandarizar, se pierde la interpretación directa de la importancia de las variables originales, ya que todas las variables contribuyen por igual a la varianza total, independientemente de su escala original.

**6.     ¿Qué es un biplot y para qué sirve?** Un biplot es una representación gráfica que muestra simultáneamente tanto las observaciones como las variables en el espacio definido por las componentes principales. Permite interpretar las relaciones entre las observaciones y cómo las variables influyen en dichas observaciones.

**7.     ¿Cómo se interpretan en el biplot el lugar que ocupan las observaciones? ¿Y el ángulo entre los vectores? ¿Y             la longitud de los mismos?**

* El lugar de las observaciones en el biplot refleja sus relaciones con las componentes principales.
* El ángulo entre los vectores de las variables indica la correlación entre ellas: ángulos pequeños significan alta correlación positiva, ángulos rectos indican no correlación y ángulos grandes indican correlación negativa.
* La longitud de los vectores refleja la importancia de las variables en la varianza explicada por las componentes.

**8.     ¿Cómo se sabe cuándo un biplot es mucho o poco  informativo del conjunto de datos que tenemos?** Un biplot es más informativo cuando las primeras dos componentes principales explican un alto porcentaje de la varianza total de los datos. Si explican poco, el biplot será menos representativo del conjunto de datos completo.

**9.     Cuando vemos la salida de la  función prcom() en R ¿qué propiedades cumplen los valores que nos arroja la matriz de rotación**? Los valores en la matriz de rotación son los coeficientes que definen cómo las variables originales se combinan para formar las componentes principales. Esta matriz es ortogonal, lo que significa que sus columnas son ortonormales (vectores propios).

En Python, el equivalente a la función prcomp() de R, que se utiliza para realizar Análisis en Componentes Principales (PCA), es la clase PCA de la biblioteca scikit-learn. Esta clase proporciona una funcionalidad similar para realizar PCA y generar la matriz de rotación.

*# Obtener la matriz de componentes principales (rotación) rotacion = pca.components\_*

***¿Qué es la matriz de rotación (o components\_ en Python)?***

*La* ***matriz de rotación*** *(que en scikit-learn se llama components\_) es una matriz cuyas filas son los* ***vectores propios*** *de la matriz de covarianzas o correlaciones de los datos originales. Estos vectores propios definen las direcciones de las nuevas componentes principales.*

* *En el contexto de Python,* ***pca.components\_*** *es equivalente a la* ***matriz de rotación*** *que devuelve prcomp() en R.*
* *Las columnas de esta matriz representan cómo las* ***variables originales*** *se combinan linealmente para formar las nuevas componentes principales.*
* *Al igual que en R, esta matriz es* ***ortonormal****, es decir, sus columnas son vectores propios y son ortogonales entre sí.*

***Interpretación de la salida***

* ***pca.components\_****: Cada fila de esta matriz corresponde a un vector propio asociado a una de las componentes principales. Los coeficientes en estas filas nos indican las ponderaciones (o combinaciones lineales) de las variables originales que forman cada componente principal.*
* ***Ortonormalidad****: Igual que en prcomp(), las filas de la matriz en Python son ortogonales, lo que significa que las componentes principales son no correlacionadas entre sí. Además, las longitudes de estos vectores son 1 (norma 1), garantizando la ortonormalidad.*

***Propiedades importantes:***

1. ***Ortogonalidad****: Las componentes son ortogonales entre sí, lo que asegura que cada nueva componente captura una parte independiente de la variabilidad de los datos.*
2. ***Varianza explicada****: Se puede acceder a la varianza explicada por cada componente principal usando pca.explained\_variance\_ratio\_. (Esta salida indica qué porcentaje de la varianza total es capturada por cada componente principal, lo que también es una parte clave del análisis.)*

**CLUSTERING**

1. **¿Cuál es el objetivo general que persigue la técnica llamada clustering?** El objetivo del clustering es agrupar observaciones o datos en subconjuntos (clusters) de manera que las observaciones dentro de un mismo cluster sean similares entre sí y diferentes de las de otros clusters. Es una técnica de aprendizaje no supervisado utilizada para descubrir estructuras ocultas en los datos.
2. **¿En qué consiste la técnica de k-means? ¿Qué problema computacional tiene?** 
   * Definición: K-means es un método iterativo que particiona los datos en kkk clusters definidos por sus centroides. Busca minimizar la variación intracluster (distancia entre los puntos y el centroide del cluster).
   * Problema computacional: Puede quedar atrapado en mínimos locales debido a la dependencia del punto inicial. Además, el costo computacional crece con el número de puntos y clusters.
3. **¿Cómo funciona el algoritmo de separación en grupos de k-means? Describirlo.**

El algoritmo sigue estos pasos:

1. Inicializar K centroides aleatoriamente.
2. Asignar cada punto al cluster con el centroide más cercano (según alguna métrica, como la distancia euclidiana).
3. Recalcular los centroides como el promedio de los puntos asignados a cada cluster.
4. Repetir los pasos 2 y 3 hasta que las asignaciones no cambien o se alcance un número máximo de iteraciones.
5. **Si corro varias veces el programa que calcula las k-means ¿pueden dar grupos distintos? ¿Por qué?** Sí, pueden dar grupos distintos porque los centroides iniciales se seleccionan aleatoriamente, lo que puede llevar a diferentes soluciones debido a la convergencia hacia diferentes mínimos locales.
6. **Responder las preguntas 3 y 4 para la metodología PAM. ¿Qué ventajas y desventajas tiene respecto a kmeans?**

* PAM (Partitioning Around Medoids):
* Encuentra un medoid (punto real en el conjunto de datos) por cluster.
* Minimiza la suma de distancias absolutas en lugar de cuadráticas.
* Ventajas respecto a k-means: Más robusto ante outliers porque usa medoids en lugar de centroides.
* Desventajas: Más costoso computacionalmente, ya que implica evaluar todas las posibles asignaciones de medoids.
* Variabilidad: Si se ejecuta varias veces con inicializaciones diferentes, puede generar resultados distintos, aunque menos sensibles que k-means debido a su enfoque basado en medoids.

1. **¿Qué son los clusters jerárquicos?**

Son métodos de agrupamiento que crean una estructura jerárquica de clusters, representada mediante un dendrograma. Pueden ser:

* Aglomerativos: Comienzan con cada punto como un cluster individual y los combinan.
* Divisivos: Comienzan con un único cluster que se divide progresivamente.

1. **¿Cómo se realiza el método de agrupamiento (aglomerativo) que termina con el gráfico llamado dendrograma? Describirlo.**

* Cada observación comienza como un cluster individual.
* Calcular las distancias entre todos los clusters.
* Combinar los dos clusters más cercanos (según una métrica como la distancia mínima).
* Repetir hasta que todos los datos estén en un único cluster.
* Representar el proceso en un dendrograma.

1. **En un dendrograma ¿qué van en las abscisas y en las ordenadas? ¿En las abscisas hay unidad de medida?**

* Abscisas: Representan las observaciones o clusters. No tienen unidad de medida.
* Ordenadas: Representan la distancia o disimilitud a la que se fusionan los clusters. Sí tienen unidad de medida, que depende de la métrica utilizada.

1. **Definición de cada una de las posibles distancias que se pueden utilizar en el agrupamiento por dendrogramas (single, complete, average, centroid, Ward).**

* Single linkage: Distancia mínima entre puntos de dos clusters.
* Complete linkage: Distancia máxima entre puntos de dos clusters.
* Average linkage: Promedio de las distancias entre puntos de dos clusters.
* Centroid linkage: Distancia entre los centroides de dos clusters.
* Ward’s method: Minimiza la varianza intracluster al fusionar clusters.

1. **¿Cómo se estudia la correlación entre un dendrograma y las distancias (o disimilaridades) que tienen los datos originales?**

Se usa el cophenetic correlation coefficient, que mide la correlación entre las distancias cophenéticas (extraídas del dendrograma) y las distancias originales. Valores cercanos a 1 indican que el dendrograma representa bien las distancias originales.

1. **Si en un dendrograma hay dos individuos que están cercanos con distancias cercanas ¿eso implica que son parecidos?**

Sí, indica que tienen una baja disimilitud según la métrica utilizada, pero esta similitud depende del criterio de distancia seleccionado.

1. **Definición e interpretación de los índices de Silhouette y Dunn.**

* Índice de Silhouette: Mide qué tan bien se ajusta cada punto a su cluster. Valores cercanos a 1 indican buen ajuste; valores negativos sugieren mala asignación.
* Índice de Dunn: Relación entre la menor distancia intercluster y el mayor diámetro intracluster. Valores altos indican clusters bien separados y compactos.

1. **¿Qué son los heatmaps? Saber explicar cómo se definen, cómo se interpretan y para qué sirven.**

Son representaciones visuales de matrices, donde los valores se codifican por colores. En clustering, se usan para mostrar la similitud entre observaciones (e.g., matriz de distancias) junto con un dendrograma. Ayudan a identificar patrones visualmente.

1. **¿A qué se le llama estudio de la tendencia en clustering? Explicar en qué consiste.**

Es el análisis preliminar para determinar si los datos tienen una estructura intrínseca que permita su separación en clusters. Implica evaluar si existe una agrupación natural en los datos.

1. **¿Qué herramientas existen para saber si es razonable separar un conjunto de observaciones en clusters? En clase hablamos de 5 (en particular describir la idea que está detrás del estadístico de Hopkins).**

* Índice de Hopkins: Mide la aleatoriedad de los datos. Valores cercanos a 1 sugieren que los datos son agrupables.
  + Otras herramientas:
    - PCA
    - Silhouette
    - Heatmaps
    - VAT – Virtual Assessment of Cluster Tendency: herramienta visual. VAT reordena la matriz de distancia de datos de modo que los individuos cercanos quedan cerca , y luego pinta la matriz como un heatmap para visualizarlo de forma mas fácil.
    - Hopkins

1. **Definir los índices de Rand y de Jaccard para comparar el grados de similitud entre dos distintas particiones y explicar qué miden y cómo se interpretan.**

* Índice de Rand: Proporción de pares de puntos correctamente clasificados (ya sea en el mismo cluster o en diferentes clusters). Rango: 0 a 1.
* Índice de Jaccard: Proporción de pares de puntos correctamente clasificados en el mismo cluster respecto al total de pares clasificados juntos. Rango: 0 a 1.
* Ambos índices miden la similitud entre particiones, siendo el de Jaccard más estricto al ignorar puntos en diferentes clusters.

**CLASIFICACIÓN I (5 MÉTODOS CLÁSICOS)**

1. **Describir el problema de la clasificación binaria o no binaria.**

Clasificación binaria: Se trata de asignar una observación a una de dos clases posibles, por ejemplo, positivo/negativo o 0/1.

Clasificación no binaria (multiclase): Consiste en asignar una observación a una de varias clases posibles (más de dos), como por ejemplo, clasificar tipos de frutas (manzana, plátano, naranja).

El objetivo en ambos casos es encontrar un modelo que prediga correctamente la clase de nuevas observaciones basándose en un conjunto de datos de entrenamiento.

1. **¿Qué es la regla de decisión Bayes y qué propiedad tiene? ¿Qué problema tiene a la hora de intentar llevarla a la práctica?**

Regla de decisión Bayes: Clasifica una observación xxx en la clase CkC\_kCk​ que tiene la mayor probabilidad posterior, es decir:

![A white background with black text

Description automatically generated](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAjwAAAC8CAYAAAB8IHRrAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAAEnQAABJ0Ad5mH3gAAABhaVRYdFNuaXBNZXRhZGF0YQAAAAAAeyJjbGlwUG9pbnRzIjpbeyJ4IjowLCJ5IjowfSx7IngiOjU3MywieSI6MH0seyJ4Ijo1NzMsInkiOjE4OX0seyJ4IjowLCJ5IjoxODl9XX17JPFAAABA3UlEQVR4Xu3dC1RUV54/+m/f61pdvTKkTDtY3n9Q8s8CKzGKZsIj42DVJGI5/gXyADSrpZk0RLoTQKdbcTqh6SQSp3vU9F8pzESUTqw4kw44nQgmDqU9sUgvEzA3CkloSle8lIkzlKudobxxWb3CXfvu8wCLoqooHiqW34/rWOfsepxHneL8zj6/vc+3hAQiIiKiGPZ/6I9EREREMYsBDxEREcU8BjxEREQU8xjwEBERUcxjwENEREQxjwEPERERxTwGPERERBTzGPAQERFRzGPAQ0RERDGPAQ8RERHFPAY8REREFPMY8BAREVHMY8BDRBTKxWaU35sF+1l9etz8cD6ThpzX3fo00SSbtH11gt4vx8xnnPrEBJ21Iyt1I1w+fXoS8G7pRBR7LrvherMR9jcc6Lygl912D1ZV1aH6sUQY5KTvcAkKT/8cLesTtecD+ZwomV8C1H+GhhVGvXACBtywL01D4+Mn8MF6s15ItyrviWa0f6VPhGWE2ZIB8wxlb41gzPuqH96TTjS+tgeOIz3o10tnLanEy78oRfoMOaHur3aYXXWwaU9HR/6mbn97NS7Vj+ldYSm/0fmlQMNnDbBNws8QSsBDRBQTrvSKgxWZIj4uTsTFZ4q8l3aL1k96RV9fn+j9ZJ947uEEkbC2VfS+VywS4uLFhuP6+4bpE/tWxomEynZ9epJ8tU9kxyWIMucVvYBuTX3i4NOpIumeJJFwh9xPlX1V7ovK9LAhXn/ugTJx8Cv9rSOMbV/tP14r1tyjfW7SyjJR++Yx0SN/G319PaJ1xxox/45MUft5j6i1yNes3Cc/fYzk7ypO/r4mU3tlgoiz1IpefXoiGPAQUWxw7xN5Scof8wSRvaNd9H+jlwf6Rv9jrh5k8kTj13p5gP6mPO25fr1gEnW+MF/EJWwQ7aGWjW4xV0TjKm1fjA8ZsFwRva9ma/tqQplondC+2i+O/TRV+6yFMoD6InTQ3a+eCGjLlPRCp146Btcg4BH9jSJPLk/2a2MOv0ZgDg8R3fxO27EktRxObyJKD32GlvXpME7Tnws0zYyKnxZo45ZcWG7TRocMdKH2BScMT1WgYDKq0IOkyM9N99WjZr9XL6FbVxfa39fGLOkp2sgwBiSWrIW6t/ocsDcF7TNR76s+OEvnI2eXG8aH63Di4zrk3h36Mplxxc+xaZ4yZsAjtlDLdAMYC1DxlAGu6m3oGNDLxokBDxHd3JQchqVV6JSjtl//Htsto0Qqf2GFVT6Y0hbBpJVcdWQntp0zoeL7yiuugTsfQZEFcG2vB1OYb3GnXXD5lRErcpeEydO52I/BFLQ+n/riq6LcV907s5H/Gx8wpxLvHiiCOdSJwJBEZFiUZbEgY4rEOwprQREM8kSh9p2gbTBGDHiI6CbmhWNNPpqUlhyWOuzKj6JaxjQLM8OcwTrfbpInt49g+f16waQzwbrMDJxrhvNGt6ihG8p7vE0Lek3pWDQi8tZ9IoMifTRl7vDk+qj21Q83IqtaORUwonRPNVIiBjsa051yPqFqP2+kNBty5EOzs02bHicGPER00/Iffg4b1b+BBpRuKhpZYxOKt0+eNYc6g+2A8x358FAGRju59Z91oX5LOcrX1cDRpbeb9Xvg3FmlljWfDX8mmphulUvrhrNtCl7Wkuvg2luD8tVLkHxvMpasLkfN/i74RlxK8KLr7WY0y4Ou/Vm5HV7vAnxuNCvr/6xdBnMj199/enCbyc/c64L7sh++D+tRYk2W81qCqg9DbTM/3O8r82nW3vuPTjlnWert0uYlP6tqZzO6LmqvVl7vaatHjSxXvof6No8sCWHAJ5ffjqriHKTJ9UzLLpGf44RnxIsH5y+X1+uFVw6ek064TisvlNugza2WDQ7uLnfo+YXQeVwLZQyPLQ+zv/llUNOijc6pxPpl2qgmmn3VA/uP66HunWnVqPxLtXBU3vOe0LWfExbw3WxxDH1n/rNObR/a0hxi++umLYTVIh/fcco1nwA9l4eI6CbTJ3Y/rCVYxt23WfTopePmqRWZUSRr9ryWLZIeKBO7ncfEsd9uUN+T+UKtKE6aL8reOCZa6/JEQlymqP1Cf0OwPqW1llzmpyc5uXPCesTWB+Ry3bFU1H6itNzpE72uWpGdIMuSykTrsMTYY+K5wFZGq8pEmbL+rz6nbo+4uGyxbyjHtF8cq5wvy5LEmh2totV5UOx+WpmOE/EPbxXHOmrF0rDbo1fsfjygxVLGVnHwtTyR+fhm0eiUn/XmZpGtPHfHGtH4xx5Ra5sv8l5qFMdcx0RjZab6HqVV3vCc3iviYJHyeQmi7D1tPfs+PyjKFiqfI9fdrb9Mpc9frqva8k8d4kX2HqXN0DGxYXC5lCFevu7x3VG2Jmofem9e0ygJxAlyWw5bJimafdW1YWiZ14SZx6QLl7T8TY/Y90iSSK3YLVrld3NQ/W4yxeYdxSJpYZnY52oVtY9Hbo3VXhmvvqfWoxeMAwMeIro5DQYOo/3hj5azTP2s1B0RDlmfbBap8o9yz1Arq15Rm6Etw9JX5RE+YJmK39NfMkKrKFZeE3Wz3z7RWKQ3VR7XIIOBaGakH0RHLPvggfN7jTJUCOLeKlL19+Q1ybBiaP2vBjxXmtaozw//jjrFZrVFnVy2r+XbOlpFT6SWRl9rLXXUzwkKYHp36K2P7kiSyx34zOA8gg+SraJM/6xh3/VXu7XAK0zwPBSAyKBr6Ptvlgd45cB9PNLCh/BFrb7dMsXWTj3o0ofeTw6K2rXaOsXbNov2P+rvCRTFvqoFCMo8QrdGvCbCBDydL6SKzB0BW3Vo/ZeK3V/J7/8NvTVaXLH8dkLTvudwXUlEhwEPEd2clD+u6h/JSMHFGOifF/6z+uRZaoLY4NInVYMHVf2gMnjAV2pEwh5k9PdkjKFvka/7hx0UxzT8Mdqz+37R/upzouynjQEBnfTNQS1Ai5PrpBcNGTpwFYuD+nuu9Mt59l+d58EfKM8H12RcDRSj++70IDEudWTN2eB+MGJ7hp9HX/NmUVaxVRwbFqfoNVwRahHUbgXk56n93qhdHAQHWdHpe23wAB+i/50HskXxS7vFMXeE723UffXquo9pPxuhT7S+VCaKV6aKpPueE8f00rBCBTzKbyJhgzgWuE/JE4ckZdlWaUH0YMCTVNE6MqjWXVGb4E/st84cHiK6KXlOd+ljZiyKuvNiP3wXo82yCGZARtm7qFRyCQadc8GpJJXMsyJdSfI0FaHl0iVcOlMHW9ikTyOmK73ZjsVtRphMpvENo/XUO8SI9B9uQd0vCtSWPP6LHnQdaUZzSzs86vNX1P9DmrcIC/WEWINRztN4dZ4GvfxPX0/GPQJSYL5bHw2WYsbwtN5EmMMkuJhyqlFXWwmrUa6nzwt3m5an06Muotw/wjR/Tqk6gC33A75X85D2YBYcuYfG1RP3YP4O8vfizB/ODB8+bkFDVSmsc6P93kJx41S3Pjpiu0Rw2YfhjcFMsPyoGtbb3PDetwgZeumYGDJQ0Sy3dUDCtOe4lotlXpwuf1VyLoUtuCR/N2dqbep0KAb5G5goBjxEdHOaNo4DQvc2ZP5to/rHdoRR+/gwwrwsZVgyp7/DpTaHN62wRn9Qmcr8HjQ/m4Pk796OmfcWYrMS7PxJf26cLI8VqAex9q4erUAx4EWfkrRqKMDqwADyehnwoWN3CZbMlOv5PzOx8XUnOocSnyNQ+nH6lzpY4YP79CJUPDme24ToCceS1TKuECKKfRX4jv4YPT+aSuej5qQ+qTPMkIHv+1eDkzEzmmG7f9ivBh1t6q8GuZbr+6thwENEN6XEuQv1sei59tbjrvzloVugRNFkN1ibU7tR4vLFo7XrCuRDfzQH10DyzDuwNdCYhmhrtJT+jJIXoHDXKWTUfooLFz7AgdotqHhiYsGcYcUPsXaGPMztfQr5W5rUll01+XmwK51EHvhVhJqwa0S9T9RsZFU2AWVH8eWFM2j5dR2qn1qORdHUvMnvQrv/lAvlj9v12q8xGOp/RwYClnG2hRp1XzXDPNauFc47sLttNVal6dOD1OWdxOBkoA3/dlgZWY6MMSyjX273iWLAQ0Q3p4dytV5oler7aHrxO70NG4+vw/bCMAeZado5cdfp8IcwX7cTzUfcWlPfoTN1G6yL1QLNQBfqq5sjHAj70KtUMf25McozZi+anklF5l9njm/IfArBnfSG4qzU+jMyrf9X7C/UbrA6ktJMW2lSrk9G48NG7ElvwJdn/hWlph443z+F6U/sx4n//HT0TiKvAc+uQlQptRjL6nDo+TA9ckvek83oOq9PDBrowMalWzH3rU9x4Am57CerULhzbF1IDvW/Y7AiI9zludGMuq8mIvdxvfapyx1FUOZDc7Udia9UIz1oe2jLa0HGAm3af9oJ+04H3FHHHz64jzTD2a2/4YQTamP7FVb5qQFO1qPq7fBLqjSXlxsNd0zXpseDAQ8R3Zym2bB+g3bW2fTLUc60zzehcGUzihyV4XuaNZuh1Bn194f5S36+HnkP5qMwrxAOpdPAk604qJypz81ASkAthe+dzai5bAxfK6L2AyT/dM+7J8q+Tkwo2BeU5zGmYT8KRp2RB249JcqyOF0bGXTWjcFsKbnwcD67Uctbilb/f8P/eQ88M1Jge0rJndFqjcw3qGM79+dagGK2WDEs3BoIyHuROv+pEDuvrrjkg/OZPLQ+9S4aViTC9ooM4OQHdFZnYeOH+ktG5UfbYT1/51EbgrZ09EbbV6XEJzdpdzrv3optRyLV8vnQ8WI2Nkx7Gb/KGRmAtrfJ5V3xN7BMk8HurnL8rMsHf9s2lL0+ehil8O7OQ5r8zeQXO9TfaJfzoJIlBXN6SkBQ7ZO/4Rr8aUb4WiQt4JG/tfEGiRIDHiK6aalJpEoVvDzTzlwj/6CO+Lvuh+ftcqRlOWB79wNUzNWLQ5mTgQz5F9jbHabzuO4urdOztCLY5siD3z85RuQC+bu3IftZIxqej9Dd/9kutMuH0PdPulESkfGQdrBraWqWhx/dgDzz/2Ut3GqQ6EOfT7kcNwvG2/zwKZfLPH3a5Z2LSq2VcglNHgyD80sS70LiuW3I/J9KB4ODQxpyivUO6LyRDsZym16Un3uuV18mH3rP6Zfp/NplPs95fWkv9sIjp32XlaeUZfGgV7906JMHy8FlWygDHYX7zUa4h5ZVHsx3bkWLup796Lvog8+n1Sao8+92oiYvFfm/MSD3ocGdKAWV/1upY/ShfpUMgrvDrL9iQN9e5xrxlno5Rx7w75yuLr+yvGM22r6qMBag4S2lM04fHHnLUPNhiODoYgfscr3KLr+Ej+ttwwNAVQfaDsllXZyIrpd/BteyOmxPPIXaIx7MujO6cL2zU+sqMP37NiT6nNg54j5yctu/nI3njA2oDpvP5UVPt1zTSL1SR0NvrUVEdHP6pk8crND7YomLF/NXFouyijJR9oNsMT8+XqRWHBS9EVr4XnVFNH5Pfkb8BhHq3tVaM+R4kSQ/v9iWJJKebhX97lqx9I44kWST81yVKZL+qkwc/Ep/fRhafyJa/yNTSuB2vCdbFFfkicykTFHW3Cf63yvTmhHLYWmd0p/KYDPx4CFEs/ErPWLr0B3qQw0JIvu1cN1GBjSvDhyUptYB3RIEDkrfNK1rR5ZfXbZ+0b4jT1uf+EyRV1EsshfOF3nKHfb171N5vfr9hpr/YDPvoSb5gUOI9Zdanw5+XcAwrg4oR9lXA/R31Io8tesEOSQo6yt/G3LIsySI+KQ8URupDyG9n6WEhDyx+ZOrr7tyJcwPKlSzdLlNM+OTRPYPisXSe5JE2Xv9oqduqVyeJLH0B3I5/ipJZMrfaF9gs/Vg32j7W/yPR20YH9G3lP/02IeI6OZ12Yuu4+34qMOJLnn2bVtihfUBM4xjuHTiP1CImcXtqHSdQXXIhErlTF2exRuMV5teK2fvF2XZNFk2ahNwLxzZySi/sh1nflca5SWt60xJkP5aqTcwwDjDONSsXG2y/H8aEdDifHRqgnAaqlCN379XOezSn7LdvJ86sCF3I5p9uWj4z/0ouJ6XuZQaIr0NttKUfmi9ZLnv/5PreYMuuUVr9H01kNxHu9vh6upC+/E+zFosfxuLMzB3TuQ8Mu/rOUheNxPbD2Wga91GOGZsx6dyvw174elwCW5/ezUu1asX067St/Ww7azvZ4Y/k2WjbesPN2LmcgeKDl3A9om06lPDHiIikmeS2u0CJnomGZbem+916+r/Rjuu9dIcsbM4tbfiOFHm1KcpOtd6X5XUTiP1zgG12h69BuurVrHv30PUDIWq4ZkEx34cPym3j2EODxHRoGlWVG61wr/Xrt2BfZJ1yc/tmFOJTY+OpZrkJmZKVGsDurrDt2Ryqx1IpiNlnjZNUbrG++rV/B29/50veuCW3+YsE+A54IDHNDLj55rwNcG+1w/bC+ugtzsbNwY8REQBTE/WYcv9Tvxky4TuyzzSeQeqXgYq36hGSriWYrHm7grsr7Wi78Us5Gxxwh3Qja/f50bzujSkvehG+i92ofRO/QmK2jXbVxXn2tHuT0TuMv0ClmU1ioxu/NveKlSdL0LldQpQO7b8BM4VDWjIn3iAxRweIqJgSid880uA+s/GdeuAEfRclsbHT+CD9RM9T735+L1daNy7GXv2d8J93gs/DDDdacbCwrX4+VOrkGK6PjVe3sM1qGnqQPuHvbDt/hRbbkQvz5NtsvfVIUpuGmAMzEtT8tV8QWWBwuXwjJNPft78UqDhswbYJmHVGPAQEYVysRnlmbUwv3sUFRPo+0M5cDifWQJ7+n60jOtWBDRplETZphIkr5MH0f88cH2TpK+lSdtXJ+j9csxsysWFVyYh4DlrR9YqD6p/t12959lkYMBDRES3jI5NM5HVVo1PP6oI39qIYhJzeIiI6Bbhhuvf/bFzs1caEwY8RER0a/C2o+10QC/Xl91w7rTDMXifJ4ppDHiIiOjW0OGCCzb8jQXwd9tR/mIXfAMubKvQ7vNEsY0BDxER3RI6PmgB5lmR2L0NP/vAhrqtiTi1wwnPrFlTs9drmlRMWiYioluAG9tS01DjNcL2o3fR8PcpMCr9Ifn98BsMEW+xQLGBNTxERBT79Pydgp/th+38GsyemYX6s7Kcwc4tgwEPERHFvsH8nUIrSl85gOq7O7CnRcnc8cL5ugtMW459DHiIiCjmDebvpKudDXrQcxpIvNMEnG2E4/wsTGYfxTQ1MeAhIqIY50F7ux+JOTa9/x0LVhca4XbuQVW1B0V/xx6wbwVMWiYiopjnV24CdZsRhoAbt/ovKjeGGl5GsYsBDxEREcU8XtIiIiKimMeAh4iIiGIeAx4iIiKKeQx4iIiIKOYx4CEiIqKYx4CHiIiIYh4DHiIiIop5DHiIiIgo5jHgISIiopjHgIeIiIhiHgMeIiIiinkMeIiIiCjmMeAhIiKimMeAh4iIiGIeAx4iIiKKeQx4iIiIKOYx4CEiIqKYx4CHiIiIYh4DHiIiIop5DHiIiIgo5jHgISIiopjHgIeIiIhiHgMeIiIiinkMeIiIiCjmMeAhIiKimMeAh4iIiGIeAx4iIiKKeQx4iIiIKOYx4CEiIqKYx4CHiIiIYh4DHiIiIop5DHiIiIgo5l3fgGegA1XJt+P2pfXw6EWAEyW33460nVdLcN6BnO/ejuR1Tvj1ouvBszMNt99eIpdokp1vRnnmTPnZct2t9oB1D3DajiW3z0bJYZ9eMHVds+0Uylk70oL3DyIiojGKHPAcLlEP0iWH9ekQxnTw+1M/ojqc/8mPK/roTU8GeRsfLITDk4HK+v3YvipRfyLAQBdqHq8Cao6iYYVRL6RrRg+i1AB0aJiJZGs5ms9ezxCbiIiul2tUw9MFx+olyNkddFZ+mw11Zy7h0u9KEeKwf9XdpTj6X5dwptYGg15003rfgXoZ5RXUt6D6iVyUluUGrbsPzmdWon7xARxab9bL6How5W/H/n37sb9+CyryM4BPHShctAz2s/oLiIgoZlyjgKcPrsOd6OPJMrznlaDPjEVhYxkjbPVf4st6mxyj62n6wuXIfSwXuU9UYMuvW3Dmo2r5TXWi5tUO/RVERBQrmLR8jfl9ffoYTXlzFyJFPvj7+7VpIiKKGZMe8DhLlXyIfDTJcXf1Aj0/Ik2/TOCB/UE5XTpaxk9QInPInIurw+xnr56R+z6sR4k1GTMHn5+9BOUtXv3ZcfB70PxsDtJmD85vJhassaNjtGQkfZkXVLvlhBtVi7T3Bybf+s82oyo7DbO/q3/2d2cjLbsKzef1FwwZ3B5ueFvKsWSm8vrBbXp1W/lO2FG4SE+OnrkEVUe0hRxW/t1kFO7sCMqlCpE4PkjN4xqcVwTj3U5D/PC8XYWcweWU719S6oA7XC3hgFed3wJ1W8hh5gLkPNsM74D+/Hic71UTyq2LF2rTg0Zbt+4aLJDlMzeFqhnyo2mNsnwb4QpYNm/L8HVdEOp719dx2Hyz69GlP+0/Uo7Zsjwr+NIxERGNMOkBz8Kn92P/vgqky/GhHIl922Ezac+Pi8mG7ernBAy/roR1mnzu/i04WqPMTZJBRtbyjWgzrMJL+nyLZnTCsSYV5UfGd33NuW4BCnf3IWVjgzrfhr/PQL88WGXlhmltNUhf5u35yoqbULBNW+7tK7QN4TtcjgWLCmF3G1G0VXuu4XkbcFwGJ/cugf20+rLhjmxE9m/Ssf/cJVy6dAIVd+vlis7NyCtywfzTvdhfXwmbsRP2vCxsa7Eje3k9ppfL8n0NqLT40VydhcLXJxAEhjDu7aRz71yGBX9rR49prf5dvwSLpwZpy7eOfP+AG/alMnDb1YuFVfr81pvRs6sQyY86MJ418592YuP3NqJD7k/bC4fvrKOu27xSVKTJz3i9ESNCHm8jHC1A4vq12v4quXcuQbIMmHoXVqNBWdf6CpjdyveeA8dQ0OOF41G5jnK+Gc/r+0dNDqZ3dIF1hkRE4yAiea9YxMXFieL39OkQenekytcUi1Z9WtMqiuX7Unf06tODekVtRpyIWxv46lCvDff+qzpfmC/nmylq3XqB4ot9YnNTnz6h698n8uRnxf3goF4QXqh1aa3bLNr79Qld+8+S5OtSxdbAeYehfWaqqP1CL1B8LdcvXi6TpVb0fKOXDeqXzyXI5x7eLa6uibY94uI3iGPBrx98Li5PNAYu5xe1IlUtT5DfX8AT3xwTG5R5r9w34vNDbm91Hxi+/JO+nfRlTZD7xfCPuCKO/ThBfsbwZRvcpsGf299cLOLj4sWG43pBOEPbZviQtLJ2xDooolm3K01r5LSct0ubHtT36lJZvlTs/kov0Oedur1HL9D1H1T3ifjKdm3aUysyQ73uyhW5VYiIaKxuyhwe3+ESrHzZA9uvD6Firl6ouLsI1WqNSgCjFdZ58rHbE1VNQzBbWTXSg7KJ0xdb5P9u9HyhTY+V/3A9mvwGlNbIM3v9rH+I0YafbzQDJ95A4zm9bFC2ZaiWYIT8IhQELufdVuSqlUulWB/Y1H2aFZZs+djRNa7tEc5EtpP7bYd8VTqqnw9O3DbA+qN1kFsjQBccdW5gxabh371kXPEIcuCHqyO6NbtaA9mALWUFuOeLKmTNTkbhgeF1RNGsm+FRuf3lvB3vuLQClQeNr3UAOT9E0Z1aSdcbtfJdNmz60fC1gjEXj8jvxd/Wrn0vM2aprfnczc3DL+sZDDd/y0Uiohvg5gt4fE78pLQJeOIAGvKDjkKS39uF5p1VKC/OQdq9yUieuQBV3fqT4zHgh7utHjXrypFvlZ9372zcvlrJUBo/reWWBRkPaNPBEucqqbOdcCvpPwHM9wUdJAOYFwblncjQYfoM+TBj+ojWXwYlaPL/NyY1NXcC28mjrKjJigf1oGCYacGH9z70KvGIDHqH8rQGh+8WarljnwdtuDCGWmk9VoCKXzSg5Q9fYn++D83FT8ERGPNEs27TbCh6ygD/Xgecg7k63Q7Uy32voLBgKEjpO698sBMl/1fQssuh8IB8qvuUDIik2wpQXWuD6WQN0mYq+Ux2OE+z2SMR0XhFDnim36H9oY6QCBrtwWVyeOFYoyREF6Hhf49sxu3elYWZyZko3N6Gvj9LRO6Gl/Hy7joUBdUERE0GV+X3zkRa9s/QePYKZi1eh3/4h104UGXTX3CdjTj4TxGTsZ2MBnxbH42G8bEteu1MiOHp4OAvWkbkFuTIRxdcn2glY1k361MVSJR7p+MdLTDpanLAYyhF0TJ18qoZudgSarnVYT0Gl9785AGc+c8T2P/3FuCdKuSnzkTyM87oOu8kIqJhIgc8d6cgQz60vB9YTR/Ijfbj8sFiHfojfS25d+ajvM2M6t/VwXabXjhowImtz3bAkL8fX375AQ7U1qH6KeXsPSNyJ4cReF6vkmf6cn4fX8CnhxpQ94sKFDyWC9u8kTVLY2G6U1miNrT/39p0MM9ppR2OFelKRc915A6uUpK0ZYlsottp+nQZyJ1uR9dlvSCQrz+oJmo67pAv9/lnwabWzoQY7g+6rDkBY1o3PXm5+e0W+AdccOzyDktWVqjretGPWbYQy60OKRi29LeZkVt1AB/8x5c4ut4M7/58/CRCz+dERBRa5IDHtBwF8uTSv3cjtnWPrE5373wK287JQ3P+8uF/pHWhDqDjdnobCqs7sbBmPypD1dj8hxtKw6bE+8zDa35ONsIRqsVTFLTlT4E5sDWUPL9u2j+xS1qGFauRCz/qq+1wB9ee+ZzYvF3O11KA5ZN33B7FLNylzKtNBh2ByzPQBcee0b/DiW6n9IeUWhUZsL4aNK8BHxy/3BbU6iodOYUyaDi8NXRLtolQ5ve6ssxWWP9CKxrbupnwyKp0eYbwFhrfcaDen46KJ4dfhkzPLoIh1LoGG/DLoEkfV0wzIv37q9R8pgve4VuEiIhGN0oOjwlFv9qC9Glu1Dw4E2mry1GztxlNO6tQsjwZaTIAMT5ch7ong4/MZixSEoX312Djb5rRvLMGjol013/ZifKlNXDPyMWqOW55Bi0/M2BwKbkNc2ywzZEHqBfzUbizSS1v2pKP5FUduGucl7QsD+fK/5tQtrwK9eq86lGemgzHZb0Z/HjdVoBdbxXAeLIKafdmoUpuU3V5d5Yg7X8ql+wKcOCfi0IGkddGCor+biFwbhsyHyzX1vU3dhSmZqLzvtEvS014O634Obbcr3x3aWrT9CZ9/iUPJmOPsSAoaVmGI8/vR4FR7pNyHlnP1qvbThnqt5Qg595yGU5Ep7+zVX9vE+zPliDr3tkoPyyDkl9sR5G+8ce6bqbCH8pg1omqH7cMS1YeYqnG/ieM6romD32mHPbWoCQ7WZ2/6tweLPsfS1Ci78vqfL8nfwOwoegxbeHYDw8R0RjorbUi+2O72L02UyQpzZn1JrwJD2SL597oFP0jmknr3PvEmnv018evEY1qG+jxNUtv/6nWNDncMPTerw6KMsvV1yat3Cxa/9ijzTOjVs49spHNrftF+441Yv7gesdniuI3esSV90Zvrj8oZLN0Xf/n++TyJol4fXnj4ueL7J/uEz0jmkZHaDYe9jl9W4dY79a1yvyCuxIYua5lzfJLU9d1tGbpE99O4ps+cfCn2Vc/I0F+xqvton+wGXfw+un7ZMId+uvj4kWSuk/2BDVtDyFMs/QES7HYfTz43WNft2M/jlefW9MUpgH5N/IzXy0WmUr3A/q845NSh3/3X7eLrStTr67fHQki9XubxbHB5u3SFWeZSJDPLX11tD2biIi+pfynxz5ENAlcP5mJnP1FaPmP7eG7ESAiouvq5muWTjSVXW7Cnr3+EcnKRER0YzHgIZpE3v270YyRycpERHRj8ZIW0YQ5Yd/kwyzjW3juH52Y/vwJnNjAgIeIaCphwEM0YU6U354PBwxYWNaEQ7+wjugUk4iIbiwGPERERBTzmMNDREREMY8BDxEREcU8BjxEREQU8xjwEBERUcxjwENEREQxjwEPERERxTwGPERERBTzGPAQERFRzGPAQ0RERDGPAQ8RERHFPAY8REREFPMY8BAREVHMY8BDREREMY8BDxEREcU8BjxEREQU8xjwEBERUcxjwENEREQxjwEPERERxTwGPERERBTzGPAQERFRzGPAQ0RERDGPAQ8RERHFPAY8REREFPMY8BARUey52Izye7NgP6tPT5Br3UyUH9EnbhDPriykbXLBp0/fEH437EuT5bbw6wXXmx/OZ9KQ87pbn47et4SkjxMREd0APriPuOD+Wp8M58/uwsL0uUg0GvSCMHxOlMwvAeo/Q8MKo144Mc7S2/HWY5fk5+kFo7nshuvNRtjfcKDzgl522z1YVVWH6scSoayB73AJCk//HC3rE7XnR+WTyzEfJWjAZ/U2RLNm3hPNaP9KnwjLCLMlA+YZo2zXASXYSUPj4yfwwXqzXhiJH96TTjS+tgeOIz3o10tnLanEy78oRfoMOaF+ph1mVx1s2tOjG/Ny6JSAh4iI6MbpFFstSSLpniQRHxcn4pThjgR1OnBIuEN7LunxWtHer791hD6xb2WcSKhs16cnR+vaOFH8nj4RyZVecbAiU1uP+EyR99Ju0fpJr+jr6xO9n+wTzz2cIBLWtore94pFQly82HBcf1+0vmkXGxLiRGZdr14QSZ84+HTqsG0XJ+cZvF2T4vXnHigTB7/S3xpCe2WCiFu5T37q6PqP14o192ifm7SyTNS+eUz0yG3Q19cjWnesEfPvyBS1n/eIWot8TZSfOcxX+0R2XIIoc17RC0bHgIeIiKaITrE5STtIZr8W4hD4Tb849uP52sHZUitCHfL7m/Lk83miMWxAND5RBTzufSJPXf4Ekb2jXfR/o5cH+kY/yKvBh1zOr/XyMdDWMVvsixCcDHdFNK7S5hkfMhC8InpfzdaWKaFMtIZapk82i/lx88XmT/TpsOR39NNU7bMWygDqi9ABSb8a8GnLlPRCp146Np0vyH0hYYNoD7WdQ2AODxERTQ3eU+jwKiMmpC80qUXDTDPC+qMiqBcxTtbA/qFaetVAF2pfcMLwVAUKJudKVvRO27EktRxObyJKD32GlvXpME7Tnws0zYyKnxZo45ZcWG7TRsfC+GgFSg0uVO3s0EtG04X297UxS3qKNjKMAYkla6Eulc8Be5P6JQTwoemX2+BJk/O9Xy8KSbvklrPLDePDdTjxcR1y7w59mcy44ufYNE8ZM+ARW6hlGl2K/J7TffWo2R+8vKEx4CEioqmhwwWX8mh4BMvDHVgveuFRR/z478GkkEFHdmLbORMqvm/VC64TJWdoaRU65ajt17/Hdsso0dZfWKEsoSltkQztxmGaFaueNMD3ai2aLutlkZyW21XNMbYid0mYPJ2L/RhMNerzBSUkn3Vg62G5bk8XRVxe985s5P/GB8ypxLsHZGAaKuAbkogMi7IsFmSML94B7nwERRbAtb0e0aQwM+AhIqIpoeODFm3koQyEOwZ6ZFCkHY7NWBSUr+p8uylysHRNeOFYk48mpemUpQ678qOoWjLNwswJ1Gwo0h/Kkf8349/atOlIvMfbtIDAlI5F4SKWT/RgU0qZOzyJ2tPikO+PECwpPtyIrGol5DOidE81UiIGOxrTnXI+46zl0phgXSZ3gnPNcEbRGo8BDxERTQEetLdpoYx1hUVtxTSSB81v6ufyKzah6G5tVNMB5zvyIUKwNMh/1oX6LeUoX1cDR5feyNvvgXNnlVrWfDb6Jtf+w89hoxp0GFC6KXINyBBvHy5MpGZDodcStbw/+mWtzuNaKGN4bHmYbeOXwaIebM6pxPpl2qjGC9cRuc0jBUvye7H/uF5rLp9Wjcq/VAtH5T3vGX8tly4x3Sq3vBvOttEvazHgISKiG8/rgrNbGQmTvyO5dxaiSnnN3aVoqS8Y3iz7XDvaZZximmcOEyxp3K/nYMGqJiC9AAUP+bAnczaWvGhHyYJsNM+wIdfcibJFy6Lsv8cLx/YmrcZpTgXWWtTC0ZmK0HLpAArGXbMhme6BWa6ov71dv8QXjh4ISqHzdwDf4TKU/EauhdGKut8G1850okMJ6P7iHszVCkZqs6NG/e6A3KejDPqk9K0XcOb5iUR90t0pyJAPrg6ldikyBjxERHTjDV5SmWbBwv/hhdd7dXC31aNqeTLSqjtheqIOn360HdbgK0dut5pDM316hEtKJ2tQ+JoNhz6qQ+kyK6yPVWDVPHlIf7kKno1HUbfMA/uzTvjkJ52KJinE24qWE9qoqeARLZl6PE7Wo3xdPpbcm4z816NLwFUCw0SlhusPHhl2RXC2Xc/fWYiMub5h29Vzshn20jTMXt2EP/1lJY6eakFRcFRzTtuuMBrDBpIdhxz6ZUYbHlkRKdyMzHu4BuXFOUi7dwGqorhUp1IvD0rn+iJvB4kBDxER3XAd7+uXVODEhr/ORGbAkF3tBP7Xy/j9mQs4U1+ExFDH1IEr6kNw/slVXjherIe1piIgmdaH/ovKow0/LAyolzAVYXU0tTUBeS/hak+icu9qVOeb0X9ehiVhardGMmGWsqr+/x7q0C8Ub5tTT+h1o3718O2atXYPTiWuRcvHF3ChtVrrCDDYgHLBCzDfFy6cu3opEvOsSJ9ArZXJsg7Vlm/Dfd6MRQ/ohaOahbuUTfZHnx50hceAh4iIbrCrB01z1VGc+cOZ4YPrALasz0WKafy1B0qOTUbZu6gMDGTOueBUqgUGD9TqpaZLuHSmDrYoDtye01362MgE6vD88F0MOjQbjMDZLrkVLMhYoJeNyqBUuoxqMH8H+XtHbtePW9BQVQrr3IlsVzdO6ZezkGJGtH1G47IPwY3BcJsRnu62MQZORkwPFaiFwICHiIhurKH8HQOsi8d5YWhAfwzLCPOylGH5Jf4Ol3q5xrTCGv2BOtC0cQQK3duQ+beNIy6/tLfJwGTF38ASReum6F3N37FalEyXcRgYrd4E+I7+GD0/mkrno+akPjnEDde/+8f/fYyCAQ8REd1Yg/3vIAe2NHVk7MYRKLQ5nerj8sXjuxyVOHehPhY919563JW/PCixtwNthwDz4nQtT8bvRdd+O+zvR8pK8cM32l1Eh/rfMcNmifZSWZBRgzozzGPtBuC8A7vbVmNV8HftbUfb6YDLg5fdcO60w9EdaUUHL0uOjgEPERHdUEP971isWDjeGo5pWj1D1+nwbZZ83U40H3FrzaeHaj9ssC5WCzQDXaivbh6l5ZPuoVytd2Llsk40Sc6nt2Hj8XXYHpgvpFADExNyLYnqXd6rftKIXr8HjuLnoIVkoXjRpyyk4Q5M1wpGGOp/x2BFxrAm/GMgvw8l5HF/Hm4FE5H7uF4r1+WOYrv50FxtR+Ir1UgP/q7VwNeGv7HIcK7bjvIXu+AbcGFbhSPC5/ahV4kL/zx8UvUgBjxERHQDdaH1bT1/Z5k16ibNI5jNUOpb+vvD1Aacr0feg/kozCuEQ2lyfrIVB5XZzs1ASkC+iO+dzai5bIzukso0G9Zv0F7Z9Et75IP9+SYUrmxGkaNyRA/EWmBiwUJjEzbuMGDTK0XoP1QP9213RVgOLzzKeqSnhHmNH22H9fydR21I18bGbo62XZXqpHAXtxKf3KTd6bx7K7YdiXQJzIeOF7OxYdrL+FXOyAQkNfCdZ0Vi9zb87AMb6rYm4tQOJzyzZoXfL9Q+jWRQNu+eUfcdBjxEdIvxw70zC8nPOMP+Ab8+PKhfmgX7OX1yQvxwPpOGnNejqWaYIvx6E+m2t9CoX7kxmwxq2Yhk1mjMyUCGPMX3drtDf6/dXVC76Esrgm2OD85/cozIo/HLA232s0Y0PB/9rSlSqg5gi3Jp5mQVMtc44Bkxcz88b5cjLcsB27sfoCJEZzZq/o7BiZpfAhVVNhjlv6IDF3DhVHX4pu7eHrjlvEZ03Dfgh0/Zruca8dZhrch853Rtu0ZzG4oRFiJdSfT+pAentYKRjAVoeEvpf8cHR94y1HwYIui82AF7XirKLr+Ej+uVdQym5e/g/FZsdS5HdYmy5unYckZuh38uCF97c7YL7fIhqlZy+k1EiYimpv4e0frbg+LgKEPrJ72iP/SNmYfp2ZGp3mm7J8o7LIuve8SxPZtFniVJJN2jDw9ki+d+2ysGZ6fc+Tl7R6h7d0fSK2ozUkXtF/rkROl34c7c0aMXTGVy3YfuGD5yyKwb67ZUXBGN35Pvj98gQt0PXNs+8SJpZbEotsnv8OlW0e+uFUvviBNJtmJRtipTJP1VmTgY5g7kEe+W/k2fOFih3yE8Ll7Ml/MoqygTZT/IFvPj40VqxUHRG3bfbBcb4uNE6s/kfvxStkiISxJlzih2ZLnPKfPa4NKnda1PD9+Wwwa5zuPR85Jyh/pssS/EDewD9XfU6neLl0NCpshTtoEc8iwJIj4pT9Qej3AL+759Ilu+r/jVY2L303J+dywVu6P4bfTuULa7fG0Ud45nwENEU1vnVpGpBBlJ8Vf/cCcEBB/qkKA/lyTydrSLsH9Wj2+QBxT5hzuKP47iSq88iGWKeOVz4+Uf75d2q0FVX1+f6P1kn3ju4QSRsLZV9MoDT4Jy4Dmuvy9qkxzwKL5SDhoJ0R0wY9CVpjXqPrD5E71ghCuiX35/fYGR8Td62R8jb7OIAc+gr/tEp/Og2P2SPNDL/eWgq0f0f60/F457q0gNWOaDP5D7m9yvFJ2vNYpw4Wt7pfw9yODuWLSB+0R8vlnMl7+DvKZo9iu5PT8/Jg6+WSueq3hO1L7ZKjo9/UMnB2E1KwFcnmhUt1eP2PqADALVk4g+0frasTC/6T6xb6XcXg/vlmOjY8BDRDeHTzaLJDWoCXOm+cdjYsN9yvNhagi+6RSb5fPzX+jUCyJw79PPVBNEthJAhTqo6DUqWqA1+Id6LK5BwCN1viDPjhM2iPbrcSCcar6R+0B8nIj/8TG9YPJEFfCMQ99r2XL/KRat6vel7BNxIknZR79pFWVFjaEDBX095790vWrz+sTuh+V+HmVgMR5qAJdRK7eAolUUDwZYX9SKNeHW86vdYql83ZqoAjEhmMNDRDcFb2eHlnMR7iaGM6xY+wMt46HzRbuWrxFASUbddi4dFU+Ncq3/tB1LUsvh9Cai9NBnaFmfDmOolkPTzKj4qdZGZ2J3fJ5cKU9VIN1Xj5r9kZo0x6hpVlRutcK/167dvfwm0NnhAnIG+99JRO73F8J74iDszziQ8nzo3BXfO3bU+234efk4+ywaMxNKXyqF8YSc74i+cyaDB+3tfiTm2PQEbAtWFxrhdu5BVbUHRX8Xej275PfcMacSmx4drX2WTg98iIimNLWqX57NxVeGzNBQqWeJao2LPGPWyzTamXPcqjBnzIP65ZllgjafvKYI+QaD9LwD9Yx8zK5NDc9QNf99m8NeDoltcrta4kRChP1kPK5VDY/4un9E7tmV/r7w+WjftIsNch+Nav+cVFdE69MJIm7lvmtSy3Olv19cCaqVvPLHkWVD1Mu38yNcvhyJNTxEdBPQOmZThG+NEXhPn0XDW7ecbYajG7CusEToq8MLx5p8rWbAUodd+VH026/euNCAR2zj67ju2jDBukyu/blmOKO643esSURF8wHY3sxDyeGboJrnNiOMQTulwWgaUabxwflMHt5acQAN0eyfk8oAW+1RbPl/y5G/c/JbAxqUm5MG1aQaZowsUw24Yf9eOfprDqB6DJ0eMuAhoqlv6I7PVuQuCROy6EGNwraxaFjfJNoNFE1Ij3BjRv/h57BRvUOzAaWblCa2UVD7ALEg41rEOxe70LyzCuXrqmA/4tGaWg/40LW/Ri2rD9X0V5eYbpVr4Yaz7Ra8rKUw2tBwahe+85M82Ccp6Pu2wYDvhDr4XkeeXXmomr4fn4Vs1n0dKJdxW09gVXM2yiP2t3Mt+eFcVwjnD07gg/VjvKSn1/QQEU1ZWmJnnIhL2ixCXjwKSCCeXzmyRYfWVDdSYrGelKnM47pdCgp/SavftUGk3pMnNr95TBxz1Yo1CXEiYW2t2GxJEtkvtYpj75WJzEitsfRLbeNthkwUi1jDQ0RT3tAdnx9aCJPSqdrQ4IZrbxWy7k1D1acmFLzyKU5stQad/Xrg/lx5NMIYLrHY24qWE9qoqeCR8J29XQ++JpSU/De2fHQA1U9YYbVUoGiFLP5NFewP7EVL1XQ4Sx3ohA/t3WFqcNRLbdK5vhGd64XTsSUNyfcmj3NIQ42+/Yimqm8pUY8+TkQ0BXVg48ws1Cs16EYTTH+mlQ6albIKq55YjVUrUmAKebXLA/uDC1CFLfj0o4rQ3fAfLsHtq5vU0YK3LqFBBhjjcrIe5a850XmkE6a//z0OPBnpwpiyXPnAv5xARcB9jjqenY3n7voYR384+F4/mlbPRMlhEypdZ1B9fweqZmfBfjkd2z8+itKQ90jqQk1yJrbNiLDOwZSej8fVxbHCIL+a0e9lRHQjsYaHiKa2ofwdM6p/dwZn/jB8+OCtLah4LFywEx3P6S59zIxFUVfv+OG7GBQg3Lsa1flm9J8HFkbIF4ok8fH92DXs5pJtcKm3CLAgY4HymI4tX17Cpf8KF+wojJg+Qx+NlsEIk0kGlOMaGOzQ1McaHiKa0ryv5yB5nXKvoVIcvbB9HDdBdGNbahpqpoWv7fDsWoIFz3bKMTO2nBpe4xJWdw0WbErE0UPDE5y15Z2JA//VAFvEJNfQNTwjnKxBsnUbvCsacOGtCPcUGiaKWq0b6Pbbb9fHiCbfpUuX9LHhGPAQ0ZTWXHw7Cg/IkScO4FK9ek/mMYri4H+kHLfnOeRI9AGP6yezsT3lY7QEXbZSl/dyNMFJdAGPZ2caFlS7sfAXn+KDsmhDF17SIgrGS1pENIVd7X/HunihNjIe35ZD9ymE7T3koVxofSa7cSqaLkZOb8PG4+uwfdilJ4W2vObF6drB3+9F13477O+PoXn4+Q40v90B74Ay4YXriLJAJtgWB4YtXji31KMjbHzSh15lln8efRDS8XIWMv86c5xDFrYxaZmmOAY8RDR1nWzFQT1/x2YZX06M0hGd+T7l0QffZbVgpGk2rN+gBRRNv7TDo46Fcb4JhSubUeSohDn4ktVpF1x+E3It8rMuNqPqJ43o9XvgKH4OTv0lEQ24sPH+LBT+bRaeOyKnL7ehWe0byIKFav6O7mQ9Nvy7XLNw0YzaPxBgmHdPdP0JSelVJ0bkR0U/nEB1mv5BRFMUAx4imnL8Pq3Zueu3jXqzajNm3aaU+bQO+MZoYbpV/t+JntPadCgpVQewRTlon6xC5hoHPCNm5Ifn7XKkZTlge/cDVMzViwN4j7fBrQQnxiZs3GHApleK0H+oHu7b7orustJ/dKFdma+pCKsXA+69tSMDJRlIlaxyovSfSsMHM2fl58iH8L1SE916GPAQ0dRyzo5ls5ORnJyMnJ2DdS3yIC+nk5OzseecXjQGpvR0GXB40dEZ4dKS2ovsGex/0gxfSzkWzJyJBdklKF9XjvLiHDk9B/nv23DgZAuKQgQ7ivY2JbnaiZpfAhVVSm+4RhQduIALp6plyBaFOUWofsIEg6kPzaVpyGpehRP/zwEUmZpQ+GC+thxLHVj0L4dCBlyDPB0uGZ6lw/aXzKq56ckAt/zerIn3GH3ZifLUHDgiBP2xjknLRHQLcKNmfhq23RdlS6fLXnQdb8dHHU50IQW2JVZYHzCH77hQpfUX5PrhflQb9qDsH3vwyL9+irpl4eYWPmnZf9ELnwyWTDMG3+uHT63diiY52AtHdjLKr2zHmd9FqAWia8J7ohntX+kTYRlhtmTAPPT9huFzomR+CVD/GRpWTMLNJE7bseTBRqz6KHQNZaxjwENEtwTv7iwkVwLb/3AUpXfqhZPp9DakpdYjV+0cUG+tNU1rWdb1ehO+/WRBUC1PlM3Sx+p8PbLu3YhZv76A/fmjhnY0qbxofiYbG97vh98rg1Y18dwA051BwYoMaL3Kpcu5Rdh/sA65IfdHLXCtmncUX24de2cM4ajdJlQn4kBPHWwRA/jYw0taRHRLMJX8A0qNHbDvHexkcHIN5u9onQN64OmW87xzFjDgRP37Sur09dG1146OOZXY9CiDnevPhNxXlOTvT/GrZVqJ4UeHghK85XDhAj7dZpVBsgOFD5bDGSKZ3negDOVtNvyqavKCHYWpcAsqjQ6UvNihl9w6GPAQ0a1hWjpe+nUR+l+uguO8XjaJOjtcQM7fwKK23EpE7vcXwnviIOzPOJDyfLQdBk7QeQeqXgYq36hGyg2+s/etrQvtMshVhE4cNyCxZK3WFYLPAXtTUG7ZQBdqX3DC8FQFCib7tujTUlBakQ7fqzXX5HcwlTHgIaJbhmFZHY7W9KP8e3a41csNk8e27Ut82XA1sEks+wAX/rkURbX7I9wCYhINuGH/Xjn6aw6ol9ToBlK7J1BGrMhdEibUvdivdh2g6Avu8PHITmw7Z0LF95XWhZPP9GiRXDIXtr0eTadTsYMBDxHdUszrj+DE4weRvc45ribuYd1mhDHo2GYwmkaUBfq2fA8mpSbGD+e6Qjh/cAIfrL+h93onSbu8KZnSsShc1vgnMijSR1PmDr/g6Xy7Se48j2D5tQpcTVbY5gGeFmfkPqdiDAMeIrrFGGTQcxRnXrFdn8tMYSWi9HdHUTFHn5wQA2yvnEDLkwx2poLO41ooY3hsOUL3hCQD1LdbtNE5lViv5/toOuB8Rz48lBHmvVf5z7pQv6Uc5etq4Ojy6YUeOHdWqWXNZ8OF9InIsMi9v9sJ1xg6Ab/ZMeAhIiKaNHrAIoXr+NF3uAwlv5HBiNGKut8G5Vuda1c7nzTNM0cMyN2v52DBqiYgvQAFD/mwJ3M2lrxoR8mCbDTPsCHX3ImyRcvC9t+TOC9D/u9Cx7XJ4Z+SGPAQERFNlrPtev7OQmTM9ak9hg8OnpPNsJemYfbqJvzpLytx9FSITizdbij37Z8+PUK28skaFL5mw6GP6lC6zArrYxVYNQ/ofLkKno1HUbfMA/uzTvjkJ4W7N5zJNFN99Jy/dap4GPAQERFNEm+bU8vfkf/Xrx5+k9WstXtwKnEtWj6+gAut1Uifob5wuIEr6kNwXs9VXjherIe1piLgXm4+9F9UHm34YeANbZVblFj08WCz7lI7pRyRMB3DGPAQERFNksH8HeTvHdn/zsctaKgqhXXuRLLHDMgoexeVgYHMORecSkXNPCvSlc4EZaDTcukSLp2J0LmgcTqm66O3CgY8REREk+Jq/o7VouTIjMOo3SUYYV6WMuyWIf4Ol3oZzLTCet06uLwZMeAhIiKaDEP975hhs4zzLmbj6KagzandU3/54jHcHd/Xj3599FbBgIeIiGgSDPW/Y7AiY7ydTU77jvrQdTp8Dzm+bieaj7ihNUQfrFWywbpYLdAMdKG+ujl8Pzt9vVCugs2K1FFUjGHAQ0RENGF+tB3W83cetWHcd8Aym7FQPvT36/3qBDtfj7wH81GYVwiH0uT8ZCsOKrVKczOQEpCv43tnM2ouG8Ne4vJ6lX6eDXJ246yJugkx4CEiIhqvAT98SrPzc41467BWZL5zutoM3RfipqCjmpOBDIMMSLrdoXsC7+6CetvPtCLY5vjg/CeHWlMTyN+9DdnPGtHwfPhbU3i62+X/FmSM4SrYzY4BDxER0Tg5183E7ORkJM8vh5ZJA7hfzkKyLJtdOVgyFinIUHpefr8dIfsEfKgCW+43wPSdU9i6MhVl03bhy4+3IP1sDbKXl6B89RIsKPWg8lgDbGG78vGgvU2GU2k2WMK14opB3xKSPk5EREQ3mP9AIWYWt6PSdSbMjWCVWiUf/AYjTIM5OEpN00VZNk2WzRglL8frQE5yOa5sO4OjP+QlLSIiIroBDI+uRanBC/sbg7cXDWaA0WS6GuwopullowU7kvcdB1zIHd5J4S2AAQ8REdFUMs2Kyq1W+Pfa0RQmd3nclNZb9g4kbtiEglvocpaCl7SIiIimHA/s1gXYmnEUX24dd5uvEbyv5yB5ezp+fyropqW3AAY8REREU5HPiZL5JUD9Z2hYEeFmotE6bceSBxux6qMPUBF809JbAC9pERERTUVGGxpO7cJ3fpIHu9LnzkRcdqL8e06svUWDHQVreIiIiCjmsYaHiIiIYh4DHiIiIop5DHiIiIgo5jHgISIiopjHgIeIiIhiHPD/A3HfKgUkHsrwAAAAAElFTkSuQmCC)

Propiedad: Es el clasificador óptimo que minimiza el error de clasificación teórico (Bayes error rate).

Problema práctico: No siempre es posible conocer las distribuciones P(x∣Ck) y P(Ck​), por lo que se necesitan estimaciones aproximadas.

1. **Describir el método de k vecinos más cercanos (knn) para clasificar. ¿Qué papel juega la elección del valor de k? Entender el significado de las figuras 2.15 y 2.16 del libro de James-Witten-Hastie-Tibshirani.**

Definición: Clasifica una observación x0x\_0x0​ según las clases de los kkk puntos más cercanos en el espacio de características (medido por una métrica como la distancia euclidiana).

Elección de kkk:

* Valores bajos (k=1,2k = 1, 2k=1,2): Más sensible al ruido.
* Valores altos (kkk grande): Tiende a generalizar más, lo que puede resultar en pérdida de detalle.

Figuras del libro (2.15 y 2.16): Muestran cómo kkk afecta el sesgo y la varianza:

* Fig. 2.15: Ejemplo de una frontera de decisión con diferentes valores de kkk.
* Fig. 2.16: Impacto en el error de clasificación según kkk.

1. **Describir el método de clasificación basado en la logística.**

La regresión logística modela la probabilidad de que una observación pertenezca a una clase como: ![A black and orange math equation
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Luego, clasifica a la observación en la clase con la mayor probabilidad.

1. **¿Cómo se estiman los parámetros en la logística?** Se utilizan máxima verosimilitud, buscando los valores de β0,β1,… que maximizan la probabilidad de observar los datos dados los parámetros.
2. **Describir el método de análisis discriminante (LDA) para clasificar y el análisis discriminante cuadrático (QDA).**

LDA: Asume que las clases tienen distribuciones normales con la misma matriz de covarianza. Clasifica según la probabilidad posterior calculada con esta suposición.

QDA: Similar, pero permite que cada clase tenga su propia matriz de covarianza.

Diferencia: LDA tiene fronteras de decisión lineales; QDA, cuadráticas.

1. **¿Qué limitaciones tienen los métodos LDA y QDA? ¿En qué casos uno es mejor que el otro?**

Limitaciones:

* LDA: No captura relaciones no lineales debido a la suposición de covarianza común.
* QDA: Necesita más datos para estimar matrices de covarianza específicas por clase.

Mejor elección:

* LDA: Cuando las clases tienen fronteras aproximadamente lineales.
* QDA: Cuando las fronteras son no lineales y se cuenta con suficientes datos.

1. **Describir el método naive Bayes para clasificar.**

Supone que las características son independientes dentro de cada clase. Calcula:
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Es simple y eficiente, aunque la suposición de independencia puede no ser realista.

1. **¿Cuáles de los métodos de clasificación vistos es paramétrico y cuáles son no paramétricos?**

Paramétricos: Suponen una forma funcional para el modelo, como logística, LDA y QDA.

No paramétricos: No hacen suposiciones sobre la distribución de los datos, como kNN.

1. **Saber entender e interpretar gráficos como las figuras 4.6, 4.9 del libro de James-Witten-Hastie-Tibshirani.**

Fig. 4.6: Muestra la relación entre el tamaño del árbol y el error de clasificación.

Fig. 4.9: Compara fronteras de decisión entre métodos como LDA y kNN. Ayuda a entender la capacidad de ajuste y generalización de cada método.

1. **Indicar al menos una ventaja y al menos una desventaja de cada uno de los métodos de clasificación.**

Logística:

* Ventaja: Fácil interpretación.
* Desventaja: No captura relaciones no lineales.

kNN:

* Ventaja: No hace suposiciones sobre los datos.
* Desventaja: Sensible a la escala y elección de

LDA/QDA:

* Ventaja: Rápidos y efectivos si las suposiciones se cumplen.
* Desventaja: Mal desempeño si las suposiciones no se cumplen.

Naive Bayes:

* Ventaja: Escalable.
* Desventaja: Suposición de independencia poco realista.

1. **Definir el training error test y el test error rate. ¿Cuál es el más importante y por qué? ¿Cómo se calculan?**

Definiciones:

1. Training Error Rate:
   * Es la proporción de errores (instancias clasificadas incorrectamente) en el conjunto de datos de entrenamiento.
   * Mide qué tan bien el modelo se ajusta a los datos sobre los que fue entrenado.
   * Fórmula: Training Error Rate=Numero de clasificaciones incorrectas en el entrenamiento/Total de observaciones en el entrenamiento ​
2. Test Error Rate:
   * Es la proporción de errores en un conjunto de datos nuevo (de prueba) que no se utilizó para entrenar el modelo.
   * Mide la capacidad de generalización del modelo a datos no vistos.
   * Fórmula: Test Error Rate=Numero de clasificaciones incorrectas en el conjunto de prueba/Total de observaciones en el conjunto de prueba

¿Cuál es más importante y por qué?

* El Test Error Rate es más importante porque:
  + Indica cómo se comportará el modelo en datos futuros, es decir, su capacidad de generalización.
  + Un modelo con un bajo Training Error Rate pero un alto Test Error Rate sufre de sobreajuste (overfitting), lo que significa que se ajusta demasiado a los datos de entrenamiento y falla en generalizar.
  + Un Test Error Rate bajo garantiza que el modelo sea útil en el mundo real.

¿Cómo se calculan?

1. Training Error Rate:
   * Se calcula utilizando el conjunto de datos de entrenamiento:
     + Entrenar el modelo con los datos de entrenamiento.
     + Evaluar cuántas observaciones del conjunto de entrenamiento se clasifican incorrectamente.
   * Porcentaje de errores en el conjunto de entrenamiento.
2. Test Error Rate:
   * Se calcula utilizando el conjunto de prueba (test set), que es independiente del conjunto de entrenamiento:
     + Aplicar el modelo ya entrenado a los datos de prueba.
     + Comparar las predicciones con las etiquetas reales del conjunto de prueba.
   * Porcentaje de errores en el conjunto de prueba.
3. **Definir la curva ROC ¿Cómo puede ser utilizada para comparar métodos de clasificación?** Representa la sensibilidad vs. 1-especificidad a diferentes umbrales. Permite comparar métodos midiendo el AUC (Área Bajo la Curva): valores más altos indican mejor rendimiento
4. **Describir el método de cross validation para obtener el valor de k en KNN.**

Divide los datos en K subconjuntos y evalúa el rendimiento del modelo para diferentes valores de K. Elige el K que minimiza el error promedio.

1. **¿En qué consiste el criterio de información de Akaike para la selección de modelos? ¿Cómo se puede utilizar en la logística? En particular vale la pena ver y entender la figura 5.7 del libro de James-Witten-Hastie-Tibshirani.**

Es un método para seleccionar modelos basado en el equilibrio entre ajuste y complejidad. **Definición del AIC (Criterio de Información de Akaike):**

El AIC es una métrica para comparar diferentes modelos estadísticos. Evalúa el equilibrio entre:

* **Ajuste al conjunto de datos:** Qué tan bien el modelo explica los datos.
* **Complejidad del modelo:** Penaliza modelos más complejos para evitar el sobreajuste.

Su formula es:
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**Interpretación del AIC:**

* Valores más bajos de AIC indican un mejor modelo (mejor equilibrio entre ajuste y simplicidad).
* No mide directamente la calidad del modelo, sino qué modelo es **relativamente mejor** entre un conjunto de modelos candidatos.

**¿Cómo se usa en la selección de modelos de regresión logística?**

1. **Ajustar varios modelos:** Construir diferentes modelos logísticos con diferentes conjuntos de predictores.
2. **Calcular el AIC para cada modelo:** Para cada modelo ajustado, calcular el valor de AIC.
3. **Comparar los modelos:** Elegir el modelo con el AIC más bajo, ya que representa el mejor equilibrio entre ajuste y simplicidad.

**Ventajas del AIC:**

* Ayuda a evitar el **sobreajuste**, al penalizar la complejidad del modelo.
* Es aplicable a cualquier modelo que se pueda ajustar mediante verosimilitud, incluida la regresión logística.

**Limitaciones:**

* Solo compara modelos dentro del mismo conjunto de datos. No dice nada sobre la calidad absoluta del mejor modelo.
* Puede preferir modelos más simples si el tamaño de los datos es pequeño.

**Relación con la figura 5.7 del libro de James-Witten-Hastie-Tibshirani:**

* La figura ilustra cómo el AIC se usa para seleccionar predictores en un modelo logístico:
  + El eje X representa el número de predictores incluidos.
  + El eje Y muestra el valor de AIC.
  + El modelo óptimo es el que minimiza el AIC, mostrando cuántos predictores deberían incluirse para un buen equilibrio.

Por ejemplo, si el AIC comienza a subir al agregar más predictores, eso indica que los nuevos predictores no aportan suficiente información y solo están agregando complejidad innecesaria.

**CLASIFICACIÓN II (SVM, CART)**

1. **Describir en qué consiste el método de support vector machines para clasificar datos.**

SVM es un método de clasificación que busca encontrar el hiperplano óptimo que separa las clases de datos en el espacio de características con el mayor margen posible. El margen se define como la distancia más corta entre el hiperplano y las observaciones más cercanas de cada clase, conocidas como vectores soporte.

1. **Plantear matemáticamente el problema el problema de optimización que se resuelve para encontrar el hiperplano separador por svm, en ambos casos (cuando los datos están linealmente separados y cuando no lo están).**
2. **Explicar de dónde salen los vectores soporte que intervienen en la construcción del hiperplano de separación.**

Los vectores soporte son los puntos de datos más cercanos al hiperplano en cada clase. Determinan el margen máximo porque el hiperplano se define exclusivamente por estos puntos. Matemáticamente, son los puntos para los cuales:
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1. **¿Cómo se adapta el método de svm para clasificar cuando los grupos que conforman los datos no están linealmente separados?**

Cuando los datos no son linealmente separables:

1. Se proyectan los datos a un espacio de mayor dimensionalidad utilizando una función de transformación ϕ(x), de modo que sean linealmente separables en ese espacio.
2. Se usa un kernel (función de similitud) para calcular eficientemente ϕ(x), evitando trabajar explícitamente en el espacio transformado.

Ejemplos de kernels:

* Lineal: xi⋅xj ​
* Polinómico: (xi⋅xj+c)^d
* RBF (Radial Basis Function): exp⁡(−γ∥xi−xj∥^2)

1. **Enunciar y explicar el potencial que tiene en svm el teorema de Mercer.**

El teorema de Mercer garantiza que una función de kernel válida equivale a un producto escalar en algún espacio de características de alta dimensión. Esto permite:

* Trabajar implícitamente en ese espacio sin calcular explícitamente las transformaciones.
* Resolver problemas no lineales de manera eficiente y con buena generalización.

1. **Dar al menos una ventaja y al menos una desventaja de aplicar el método de svm**

Ventaja: Es robusto y efectivo para datos de alta dimensionalidad y problemas con bordes de decisión complejos.

Desventaja: Es computacionalmente costoso para conjuntos de datos grandes debido a la dependencia cuadrática o cúbica en el número de muestras.

1. **Describir el método de árboles de regresión y clasificación. Dar ventajas y desventajas del método.**

Definición: Construye un árbol binario donde cada nodo realiza una partición del espacio de características basándose en una regla de decisión que minimiza la impureza (para clasificación) o el error cuadrático (para regresión).

Ventajas:

* Fácil de interpretar y visualizar.
* Puede manejar datos categóricos y numéricos.

Desventajas:

* Sensible a los datos de entrenamiento (puede sobreajustarse).
* No generaliza bien en comparación con métodos más sofisticados.

1. **¿Cómo se obtienen las variables que aparecen en el encabezado de las distintas ramas y los valores que aparecen en las mismas? ¿Qué son los valores que aparecen en los nodos del árbol?**

Variables en las ramas: Se eligen mediante un criterio de selección, como:

* Impureza de Gini: G=1 − ∑ k . pk ^2
* Entropía: H = − ∑ k pk log (pk)
* MSE (regresión): Promedio del error cuadrático.

Valores en los nodos: Representan la clase mayoritaria (para clasificación) o el promedio de las etiquetas (para regresión).

1. **¿¿Qué significan los métodos de agregación en el tema predicción o regresión?**

La agregación consiste en combinar múltiples predicciones para mejorar la precisión y reducir la varianza. Ejemplos:

* Bagging (Bootstrap Aggregating): Entrena múltiples modelos en muestras bootstrap y promedia sus predicciones.
* Boosting: Combina modelos secuenciales, dando mayor peso a las observaciones mal clasificadas.
* Random Forest: Combina árboles de decisión generados de manera aleatoria.

1. **Explicar en qué consiste el método de Random Forest para clasificar ¿cuál es la ventaja respecto a CART? ¿Y la desventaja?**

Random Forest:

Es un método basado en la construcción de múltiples árboles de decisión (CART) en subconjuntos aleatorios del conjunto de datos y promediando sus predicciones (clasificación por mayoría de votos).

Ventajas sobre CART:

1. Menor varianza: Reduce el sobreajuste al combinar múltiples árboles.
2. Generalización: Mejora el rendimiento en datos no vistos.

Desventajas respecto a CART:

1. Menos interpretable: La combinación de muchos árboles hace que el modelo sea más difícil de entender.
2. Mayor costo computacional: Requiere entrenar múltiples árboles, lo que consume más tiempo y recursos.