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While there has been rapid development in the field of NLP in the last decade, the scarcity of labeled data remains a problem and researchers are looking into ways to make use of unlabeled data. Research has shown that unlabeled data can improve adversarial robustness.[2] Back-translation[3,4] has also been used as a way to augment the data. This project will focus on expanding the recent work done by Google Brain on Unsupervised Data Augmentation (UDA) [1] to perform Semi-Supervised Learning. The paper [1] shows that UDA improves performance for both image and text classification. The base model used in the paper is a pre-trained BERT[5] model fine-tuned with IMDb dataset and augmented using Amazon-2, Amazon-5, Yelp-2, and Yelp-5. This project proposes to use the model from the paper and investigate UDA performance improvement in the following areas with additional datasets:

1. Model performance with respect to the proportion of labeled vs unlabeled data, ie. how much unlabeled data may potentially make up for the lack of labeled data? This project will analyze the effect of varying the amount of unlabeled data while keeping labeled data constant. Since this experiment is designed to complement the experiment done in the paper, I will use the same datasets as the paper. I have not downloaded and run the model yet.
2. Determine how domain relevance of unlabeled data can affect this Semi-Supervised model’s performance. The base model will be a BERTbase model finetuned by the labeled US Airline Sentiment dataset from Kaggle. The Yelp or Amazon dataset will serve as a slightly out-of-domain comparison. And lastly, the Enron Email dataset (or Wikipedia) will serve as a completely out-of-domain comparison.

Proposed datasets:

* Twitter US Airline Sentiment from Kaggle
* Amazon and Yelp datasets
* Enron Email Dataset (longer text and may not perform well with BERT)
* Wikipedia Dataset
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