A base de dados Reuters 21578 reúne notícias organizadas em 135 categorias, havendo alguns documentos, embora poucos, que aparecem em mais de uma classe.

Muitos pesquisadores optam por trabalhar com apenas um subconjunto das classes disponíveis na coleção, o que compromete a comparação dos resultados. Uma maneira de tratar esse problema é utilizar partições no modo APTÉ (ModApté split).

Existem 3 maneiras de se fazer isso:

1. Utilizar o conjunto formado pelas 10 categorias com a maior quantidade de amostras positivas para treinamento. Trata-se do R10
2. Utilizar o conjunto formado pelas 90 categorias com pelo menos uma amostra positiva para treinamento e pelo menos uma amostra positiva para teste. Trata-se do R90
3. Utilizar o conjunto formado pelas 115 categorias com pelo menos uma amostra de treinamento. Trata-se do R115

No modo Apté, o que tem sido mais frequente é a seleção de 9603 documentos para treinamento e 3299 documentos para teste.
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IMPORTANTE: Todas as referências aqui citadas utilizaram a mesma base do Reuters que nós: Reuters-21578 text categorization test collection (Distribution 1.0, David D. Lewis)

[1] Tudo o que sei é que utilizaram o R115. (Não consegui acesso ao arquivo full).

[2] “A Reuters-21578 é composta por 12.902 documentos. Usamos a divisão ModApte, na qual 9.603 documentos são selecionados para treinamento (dados vistos) e os outros 3.299 formam o conjunto de testes (dados não vistos). Das 135 categorias do grupo TOPICS, consideramos o 10 com o maior número de exemplos positivos de treinamento (a seguir, vamos nos referir a este subconjunto como R10). Enfatizamos que usamos todos os 9603 documentos do corpus de treinamento para a fase de aprendizado e realizamos o teste usando todos os 3299 documentos do conjunto de teste (incluindo aqueles que não pertencem a nenhuma categoria no R10).”

[3] Utilizaram a base do Reuters com os 9603 documentos para treinamento e 3299 para testes.
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