**Introduction / Background / Motivation:   
o (5 points) What did you try to do? What problem did you try to solve? Articulate your objectives   
using absolutely no jargon.**

Time series forecasting is a valuable use case for machine learning. It can be used to inform revenue forecasting, weather predictions, and even equity pricing. This paper outlines several experiments we conducted regarding equity price forecasting using different combinations of natural language processing and metadata as training data sets. The features we used were price related data, namely daily price metadata: open, high, low and volume. We also experimented with sentiment analysis scores from public web forums designated to discussing trading strategies. To do this, we scraped data only related to this stock. The details about how we did this are discussed in the body of this paper.

Given the data is tabular and being windowed on a rolling basis, recurrent neural networks (RNNs) are the go-to architecture for these types of problems. Long-Short Term Memory (LSTM) networks are an improvement on RNN architectures and were the types of models we experimented with in this problem set.

**o (5 points) How is it done today, and what are the limits of current practice?**

Algorithmic time series forecasting is generally a guarded secret by banks, hedge funds, and other types of asset management institutions. Due to the nature of the markets, there is no benefit to sharing publicly what a financial institution’s technical or algorithmic trading strategy is. Qualitative investing strategies are harder to explain and directly replicate, and thus is more widely available for research and discovery. Warren Buffet, for example, publishes his shareholder letters every time his company, Berkshire Hathaway, holds their annual conference [1]. One distinction worth noting is asset managers are quicker to share their qualitative investing strategies after a trade has been made. Because qualitative analysis can change in a more fluid manner compared to algorithmic analysis and strategy, there’s less risk in sharing.

Algorithmic trading strategies can be anything ranging from heuristics to mathematical model-based [2]. Until recently with the advancement of deep learning techniques and hardware that supports it, these types of trading strategies relied on numeric and pricing only data with varying windows and algorithms to try and predict future prices. There is not a large amount of information related to how funds are currently using more widely available text data to try and predict future equity pricing.

**o (5 points) Who cares? If you are successful, what difference will it make?**

If this strategy is successful, it could open up a new style of research analysis for the investment sector – namely, using natural language processing related to public data about that stock to directly infer the future price of a stock. For our research, we used the open source NLTK Sentiment Intensity Analyzer Vader package to boil a comment string to a sentiment score ranging from 0 to 1. This package produces four additional features for augmenting: scores in the following category at the stock per day per comment granularity: neutral, positive, negative, and composite. Additionally, we developed a custom LSTM to train a model that used word embeddings of comments related to a stock on a public forum to predict the next day’s stock price.

**o (5 points) What data did you use? Provide details about your data, specifically choose the most   
important aspects of your data mentioned here: Datasheets for Datasets   
(https://arxiv.org/abs/1803.09010). Note that you do not have to choose all of them, just the most   
relevant.**

We used two different datasets for experimentation, with a total of 4 derivations of that dataset using different join methods. The first raw dataset was price only data from yahoo finance at the day granularity, going back 10 years for one stock.

The price categories are defined as follows (measured daily during trading days only):

* High: the highest price
* Low: the lowest price
* Volume: the number of trades executed
* Open: the starting price

The second raw dataset was from Reddit. Reddit has topic-specific forums known as “subreddits.” For our project, we developed scripts to narrow down on posts, comments, and related metadata made available by Reddit specific to one stock. Given the sheer volume of users in the subreddit we selected, our intent was to conduct “opinion data mining” from the masses as they tried to discuss the likelihood of a company’s stock rising or falling. There is a lot of metadata available from Reddit, we captured only what was relevant for our experiments. Our scraping script collects only posts that have at least a positive rating (Reddit scoring enables a user voting system to rate the post, where each user can cast an upvote or downvote). Inside of each post, we only collect comments that have a positive rating. Further, we clean the comments removing “stop words” as defined in NTLK’s corpus [4], as well as emojis, and then we enforce every word to be lowercase. This is a relatively standard approach for cleaning text data prior to vectorizing it for an ML model.

**Approach:   
o (10 points) What did you do exactly? How did you solve the problem? Why did you think it would   
be successful? Is anything new in your approach?**

We conducted experiments on four derivations from a total of two datasets. The first dataset was from yahoo finance and was daily price metadata dating back 10 years from the time of writing this paper, ~April 2022. The second dataset was generated via Reddit’s PRAW library, which enables web scraping of posts, comments and metadata related to specific “subreddits.” The largest investing related subreddit we could find was “wallstreetbets”. This subreddit over the past 12 months grew to over 11 million users. Our hypothesis is that there is some correlation between the natural language from comments and posts related to future equity pricing. In order to test this hypothesis, we created a baseline error metric and plots for conducting further diagnostics.

Other research papers used total market sentiment in these forums to try and predict total market movement. Our research narrows down on specific stocks. We determine whether or not a post is related to a particular stock in our code by iterating through the post title and searching explicitly for the ticker. We used ‘AMC’ for our experiments for a few different reasons. AMC had a 10-year price history on yahoo finance, it had significant post volume, and the literal string ‘AMC’ cannot easily be confused with something else in the English language as we were scanning post titles.

In our first test, we modeled the following features (all daily price metadata for trading days only): open, high, low, and volume to predict close price the following day. In our second test, we used price data from the first test, along with average comment sentiment scores from that day, resulting in open, high, low, volume, neutral score, positive score, negative score, and compound score. The third test used all of the features from the second test but at the comment per row granularity, with backfilled pricing for all trading related data. The fourth test, which was the most experimental, was converting the comments directly to embedded dense vectors to predict price. This test was performed at the comment embedding per price granularity.

For all different variations of tests, we used three different trailing windows of price data: 5 days, 15 days, and 30 days. We have not yet seen in published research the attempt to use train embeddings produced directly from an independent corpus of comments using a long short term memory neural network. The closest approach we have seen is using sentiment analysis as a feature which we also tested.

We assumed that using longer time windows to predict next day price movement would be harmful. It also required significantly more compute as it produced more tensors that would be held in memory during training time. An interesting next step to improve upon this research would be using similar trailing windows for training days to predict further out in the future, rather than just one day out.

**o (5 points) What problems did you anticipate? What problems did you encounter? Did the very first   
thing you tried work?**

One problem we anticipated was defining the proper granularity of our data given the disparity of the frequency of data we collected from Reddit and Yahoo Finance. We overcame this by using a simple backfill imputing strategy where necessary. For example, if comments were produced on a non-trading day, we imputed the next nearest trading day’s price (in the future) for that row. For instances where there were multiple comments per day, we simply persisted the same price to different comments.

**(5 points) Appropriate use of figures / tables / visualizations. Are the ideas presented with appropriate illustrations? Are the results presented clearly; are the important differences illustrated?**

* EDA
  + Periodicity
  + Loss curve
  + Prediction vs actual curve for validation set
  + 3 curves per 3 windows of 4 datasets (36 plots)
* Tables
  + Hyperparameters per experiment
  + Loss per experiment
  + For the more interesting plots, point out when the model would have been useful by diagnosing curve
* Link to code repo

**(5 points) Overall clarity. Is the manuscript self-contained? Can a peer who has also taken Deep Learning understands all of the points addressed above? Is sufficient detail provided?**

Yes

**(5 points) Finally, points will be distributed based on your understanding of how your project relates to Deep Learning. Here are some questions to think about:**

* What was the structure of your problem?
  + Tabular data, time series
* How did the structure of your model reflect the structure of your problem?
  + Very well. There is little to no debate we should be using LSTMs
* What parts of your model had learned parameters (e.g., convolution layers) and what parts did not (e.g., post-processing classifier probabilities into decisions)?
* What representations of input and output did the neural network expect? How was the data pre/post-processed?
* What was the loss function?
  + MSE (standard for regression)
* Did the model overfit? How well did the approach generalize?
  + Need to model loss curve for validation vs train
* What hyperparameters did the model have? How were they chosen? How did they affect performance?
  + Model architecture
* What optimizer was used?
  + Adam
* What Deep Learning framework did you use?
  + Tensorflow
* What existing code or models did you start with and how did these starting points help?
  + NLTK
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