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**Analyzation of differences between human and machine learning approaches to solving problems.**
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**Assessing the purpose of the intelligent agent in pathfinding.**

After initial epochs are assessed, and a sufficient path is realized, an agent may take a path based on memory to obtain a higher reward and complete the course quickly. This process is called exploitation. At some point, an agent will want to know if there is a quicker path, and this step is called exploration for machine learning algorithms. The percentage of epochs an agent will explore is based on the value set for epsilon. In exploratory epochs, the algorithm will choose random directions and assess the reward by evaluating the environment state, reward, and game status. Based on that evaluation, the algorithm may select the next course of action. Training of the neural network will occur where later explorations will render more favorable paths. The purpose of pathfinding is to allow the agent to become aware of its environment.

When considering Reinforcement Learning the Actor-Critic solution uses value-based approximation and policy-based algorithm functions, where the actor takes the state as an input and outputs the best action based on optimal policy. The critic evaluates the action by computing the value function. With each epoch, both the actor and the critic become more proficient at predicting the best course of action (Karagiannakos, 2018b).

**Evaluation of Q-learning implementation.**

The implemented code does well with the random value generation needed during initial epochs, the values generated using an 8 x 8 matrix implemented using a NumPy array and the agent then attempts to traverse the maze based on random direction values. Enumerated values are randomly selected for up, left, down and right directions. The agent begins the maze at position 0,0. Randomly generated values are evaluated against predictions where the randomly generated value is greater than epsilon the predicted values are assigned to the action else a randomly generated direction is used. Next the environment state, reward value, game status is populated by an action function from the maze object these values are packed as an episode along with the action and previous environment state and remembered by agent in this case the Experience object. The Model object trains the neural network and evaluates loss.
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