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**Abstract**

Artificial intelligence (AI) and machine learning (ML) have rapidly become integral to a wide array of consumer, industrial, and commercial technologies. While early AI deployment heavily relied on cloud computing, growing concerns over latency, energy efficiency, and data privacy have driven a shift toward local, on-device machine learning at the network edge. This transition introduces new challenges, as edge devices typically possess limited computational power, memory capacity, and energy resources. This survey explores key advancements that enable efficient ML deployment on edge platforms, including model compression techniques, runtime optimization strategies, lightweight hardware accelerators, and collaborative resource management algorithms. In addition, this paper highlights a comparatively underexplored area: empirical energy profiling of models, kernels, and edge hardware. By aggregating findings from recent studies, this survey aims to aid developers and researchers in designing efficient, high-performance ML systems suitable for the evolving edge computing landscape.

**1 Introduction**

Artificial intelligence (AI) and machine learning (ML) have become integral parts of modern life. People interact with intelligent applications on a daily basis through smartphones, wearable health monitors, and home automation assistants that can adjust the thermostat or manage grocery lists. Vehicles now feature smart technologies like collision avoidance and lane centering sensors. In industry, predictive maintenance tools help companies service machines before failures occur, while retailers automate inventory tracking with computer vision and use algorithms to forecast consumer demand. As computer technology improves and brings computational power closer to users, AI is being embedded in more aspects of everyday life.

Generally speaking, AI refers to computer models designed to approximate human reasoning based on the available data. Machine learning is a specialized branch of AI where models improve their decision-making ability by learning directly from data. Training often involves a staggering number of computations, requiring significant computational resources. Most training today is conducted on large server clusters – commonly referred to as “the cloud” – comprised of tens of thousands of interconnected hardware units, financed by corporations that can afford the multimillion-dollar infrastructure cost. Without access to such resources, developing cutting-edge AI models would be prohibitively slow.

Early deployment of AI applications to consumer devices relied on cloud-based models because mobile devices lacked the memory and processing speed to run them locally. When a device needed to perform an AI task, it sent data to the cloud, where the model processed it and returned the results. However, cloud computing introduced several drawbacks including data privacy concerns, high communication latency, and reliability issues in areas with poor network coverage.

To overcome these limitations, researchers are increasingly focused on deploying AI models directly onto edge devices. Such devices include everything from mobile computers and smart phones to the so-called internet of things (IoT) – that is, the lightweight chips embedded in things like automobiles, appliances, and industrial machinery. Unlike cloud servers, edge have limited computing power, smaller memory capacities, and often operate under significant energy constraints, especially when battery-powered. Current research explores solutions such as model compression, task sharing between local devices and edge servers, specialized lightweight machine learning hardware, and privacy aware training approaches.

* 1. **Related Surveys**

Due to the popularity of AI and machine learning research, there have been numerous quality surveys on the topic of AI on the edge. Broadly, these works provide a comprehensive background of edge systems and the resource constraints of edge devices. References [42] and [67], for example, explore various techniques used to adapt AI and ML for edge deployment and highlight research gaps for future exploration. Reference [65] highlights AI in vehicular networks, while [66] provides similar insights mobile wireless network environments. Additionally, [68] and [69] analyze computational offloading algorithms for edge devices aimed at balancing workloads and optimizing metrics like energy consumption.

Together, these surveys highlight the complexity of designing intelligent applications for edge environments. However, a notable area that receives less coverage by these reviews is the empirical analysis of energy consumption profiles for machine learning architectures, individual kernel operations and lightweight hardware accelerators. Such data is useful for developers when evaluating design tradeoffs for edge intelligence problems and represents an important gap in the existing literature that warrants further investigation.

* 1. **Contribution of This Survey**

This paper follows a structure similar to that of other surveys, beginning with a background on edge computing and the growing trend in deploying intelligent models closer to the data source. It explores key challenges for on-device ML model development and highlights recent advancements in model compression and hardware optimization in this domain. Additional sections are included that cover widely used software frameworks used for edge ML development, as well as some of the algorithms designed to manage resource sharing among edge devices in a network.

The unique contribution of this paper is a section dedicated to the energy consumption metrics, drawing from various empirical studies that evaluate model architectures and hardware accelerators under controlled laboratory conditions. This data provides valuable insights for guiding future research and design decisions in the field of edge computing.

* 1. **Organization of This Survey**

The purpose of this survey is to highlight contemporary research in machine learning and artificial intelligence for edge computing. In the following sections, we will discuss the development of edge intelligence, optimization techniques to enhance performance, and practical energy performance metrics derived from empirical studies.

The structure of the paper and brief summaries of each section follows:

1.3.1 Section 1: Introduction. This introduction serves to briefly describe the expansion of AI and ML innovation in the edge computing ecosystem as well as an outline of the survey.

1.3.2 Section 2: Background. The background section provides a summary of the types of devices included in the edge domain and challenges experienced by developers as edge intelligence applications gained popularity.

1.3.3 Section 3: The Survey. The research presented in this section forms the core of the survey. While the intention was to cover the foundational topics in edge intelligence, this work is not exhaustive, as there are many facets to the subject. Subsection 3.1 introduces several examples of edge AI applications that are already deployed and widely adopted across various industries. Subsection 3.2 outlines the phases of model development, including data gathering and preprocessing, software framework selection, and optimization techniques aimed at improving model performance. Section 3.3 covers the expanding array of specialized lightweight hardware architectures designed to support edge intelligence. Section 3.4 describes the methodologies and algorithms used to manage training and inference tasks across networks, exploring the trade-offs between local processing and task offloading. Finally, Section 3.5 highlights recent empirical studies that aggregate energy consumption data for machine learning models and edge hardware.

**2 Background**

**2.1 Edge Devices**

Edge devices refer to the broad range of network hardware positioned closest to the user or data source. Often, these devices serve as endpoints that provide users access to network resources, such as personal computers and mobile devices. This category also extends to a rapidly expanding variety of Internet of Things (IoT) systems, including autonomous vehicles, consumer drones, industrial machinery, and connected medical devices. The goal of edge computing is to deliver real-time, low-latency processing capabilities at the point where data is generated, ultimately enhancing the quality of service for the user.

**2.2 Challenges of Cloud Computing**

The cloud refers to the centralized servers that form the backbone of large networks such as the internet or large enterprise systems. These servers possess significantly greater processing power and use more energy than any single edge device, and they are commonly used to offload complex computational tasks when local resources are insufficient. In artificial intelligence, the traditional paradigm is to train and host AI systems in the cloud, where large volumes of data and computations can be handled efficiently. When an edge device requires inference, it sends a request to the cloud – along with relevant sensor data – via a network connection. After processing the request, the cloud server returns the inference result back to the device over the same network.

However, offloading AI tasks to the cloud introduces several drawbacks that make it less suitable for certain applications. For example, consider a company operating a smart manufacturing facility. Operational constraints might demand real-time control over critical processes and protection of sensitive data. Engineers testing cloud-based applications may find that communication delays introduce significant latency and transmitting raw sensor data over a shared network compromises data security. In such cases, cloud computing falls short of the facility’s requirements due to latency and privacy concerns. A more appropriate solution might be to invest in private servers located on-site.

Yet, depending on the company’s computational demands and financial resources, purchasing and maintaining high-performance servers could be cost prohibitive. An alternate approach is to leverage lightweight AI models specifically optimized to run in resource-constrained environments. Additionally, many hardware manufacturers offer ultra-low powered chips designed to efficiently handle machine learning tasks. Much of this paper focuses on surveying the relevant research dedicated to enabling locally run, on-device models.

**2.3 On-device models**

On-device machine learning models, compared to their cloud-based counterparts, operate under tighter resource constraints, requiring smaller memory footprints and reduced processing power. Consequently, these models often suffer from decreased accuracy, but benefit from lower latency making them attractive for time sensitive tasks. Another advantage of on-device models is enhanced data security, as all computations are performed locally, eliminating the need to transmit sensitive information. However, adapting on-device models to the vast array of heterogeneous hardware architectures found in an edge environment can be a significant challenge. By contrast, developing a single cloud-based model is generally simpler and less labor-intensive.

**3 The Survey**

**3.1 Edge Machine Learning Applications**

Advances in computer hardware have opened new possibilities for deploying machine learning applications on edge devices. Today’s mobile phones, for instance, possess hundreds of thousands of times more computing power and millions of times more memory than the Apollo 11 guidance computer [70]. These improvements have made applications that were formerly impossible a reality in modern edge environments. As hardware continues to evolve, the frontier of what is possible constantly expands. Nevertheless, a wide variety of edge intelligence applications are already available.

Current applications span a diverse range of industries – from consumer electronics and industrial manufacturing controls to medical devices, autonomous vehicles and beyond. Subhash et al. [71] explore the development and utility of artificial intelligence-based voice assistants, showcasing how AI has been integrated into everyday consumer products. Smartphones now commonly feature image recognition and object detection capabilities embedded directly into camera applications, tasks well suited for convolutional neural networks like ResNet [72] and MobileNet [24]. Beyond traditional approaches, researchers like Brendan Reidy et al. [17] have investigated methods to further enhance on-device performance in computer vision tasks. Their work introduces an in-sensor pre-processing methodology that reduces computational overhead during inference for high-resolution images.

In the healthcare domain, Linjuan Ma et al. [72] present a machine learning model designed for brain tumor diagnosis. The system seeks to balance the trade-off between computational efficiency of a lightweight neural network and diagnostic accuracy.

Smart agriculture represents another promising field for edge AI. A study by Hayajneh et al. [18] proposes a novel system where unmanned aerial vehicles (UAVs) collect data from widely distributed soil sensors in rural areas with limited network coverage. These same UAVs assist in delivering lightweight machine learning models to field devices, enabling localized prediction of optimal watering schedules and gathering inference results efficiently.

Modern security systems employ a variety of cameras, sensors and intrusion denial devices to enhance protection for people and property. People commonly interact with such systems at transportation hubs, schools and businesses. Wang et al. [48] explore a common drawback of these systems – frequent false alarms – which degrades the effectiveness of detection and response of security personnel. Their paper introduces a machine learning algorithm that learns from sensor data to filter false alarms from real emergencies.

**3.2 Model Development**

Developing new machine learning models is a complex process, involving several interdependent phases, each critical to building a robust system. These phases typically include data gathering and preprocessing, model development and optimization, and finally system integration [42, 67]. For some instances, relevant datasets are already publicly available through online repositories, or an existing model can be fine-tuned to suit a specific task. Regardless of the starting point, it is important to understand the key steps involved in model development.

**3.2.1 Data Gathering and Preprocessing**

Every machine learning model relies on relevant data for effective reasoning and decision making. Data can be collected from a variety of sources, including raw sensor outputs, crowdsourcing efforts, synthetic generation, and internet repositories [75]. However, raw data is often not immediately useful, as it may contain missing information, duplicate records, or irrelevant values [42]. Before being used for model training, the data must be cleaned to minimize inference biases and protect against malicious or corrupted entries [75].

**3.2.2 Model Development and Optimization**

Model development begins with a series of important decisions that have to be made by the developer. These include choosing a compatible software framework, selecting an appropriate model architecture and hyperparameters for the task, and defining target performance goals. Each design choice involves trade-offs that must carefully be evaluated. Choosing a model architecture often requires substantial expertise, although research efforts have been made to simplify this process [76]. Additionally, performance metrics are often at odds with one another. For example, larger models typically achieve higher accuracy scores but at the expense of longer latency and greater energy consumption [77]. Careful consideration must be given to available resources not only on the target device but across the network, particularly since some approaches dynamically partition the model amongst multiple connected devices during runtime [1, 7].

**3.2.2.1 Software Frameworks**

Developing machine learning programs for edge devices requires a delicate balance between minimizing resource usage and maximizing performance metrics like accuracy and low latency. Device compatibility can be a major concern, as some high-level programming languages depend on runtime libraries that cannot fit in the limited memory of lightweight hardware often used for edge applications [14]. Fortunately, several software frameworks are available that have been specifically designed to address the constraints of resource-limited environments.

TensorFlow LiteRT, formerly known as TensorFlow Lite, is a Google supported framework optimized for on-device AI models. LiteRT supports multiple programming languages – including Java/Kotlin, Swift, Objective-C, C++, and Python – and targets a range of platforms such as Android, iOS, embedded Linux, and microcontrollers. Models developed in other popular frameworks like TensorFlow, PyTorch, and JAX can also be converted into .tflite format for deployment. LiteRT models feature low-latency, strong data-privacy, small size and efficient power consumption [78].

Caffe2 is a lightweight, modular deep learning framework developed by Facebook to support scalable deployment. While the original Caffe framework was designed for large-scale systems, Caffe2 extends its reach to mobile devices, with enhanced support for distributed training on multiple CPU and GPU configurations, and cross-platform compatibility. Currently, APIs are included for C++ and Python, and methods are available for converting Caffe models to Caffe2 format [79].

MXNet is an open-source framework known for its flexibility in both research and production settings. It is well-suited for distributed training on multi-GPU systems using a parameter server architecture and Horovod integration. Although less widely adopted than TensorFlow and PyTorch, MXNet offers support for eight programming languages – including Python, Scala, Julia, Clojure, Java, C++, R, and Perl – along with a host of high-performance libraries and backend tools [80].

MicroTVM provides an end-to-end code generator that automates conversion of models from high-level languages directly into structured C source libraries suitable for bare-metal devices, like microcontrollers, that lack an operating system. Developers can write their models using popular frameworks like TensorFlow or TF LiteRT, and MicroTVM automatically generates header files, source code, and compilation scripts, greatly simplifying deployment. While still under active development, MicroTVM also allows developers to register new or custom operators when needed. Its primary goal is to streamline the conversion process, allowing engineers to focus on higher level design challenges [14].

**3.2.2.2 Model Optimization Techniques**

A variety of techniques exist to enhance machine learning models in terms of performance, memory footprint, communication overhead, and energy efficiency. This area of research is one of the fundamental features critical to the advancement of machine learning and expanding its range of practical applications. As AI becomes increasingly popular, especially in on-device deployments, it is important for developers to understand how to adapt models for resource-constrained environments while preserving key performance metrics. This section explores some of the techniques that have been proposed to address these challenges.

**3.2.3.1 Pre-Runtime Optimization**

Model pruning is a technique that systematically identifies and removes redundant parameters, or consolidates them among similar features, to reduce model size and computational complexity. By eliminating unused or less important parameters, and in some cases entire layers, pruned models are able to bypass unnecessary calculations. This is vital for on-device models that would otherwise be unable to fit in available storage or limited by lower processing throughput. Gao et al. [82] introduce a structured pruning method that leverages a discrete gate mechanism for filter channels, restricting gradient updates to active channels while freezing unused parameters. Oftentimes it is possible to simplify existing models by reducing the number of layers and combining operations. Kim et al. [3] applied this approach to SqueezeNet, first reducing the architecture from eight fire modules to four. Additional compression was achieved by embedding max pool functions into convolutional layers by increasing stride length in the middle of convolution operations and applying quantization to activations and parameters.

Careful data analysis and preprocessing is a viable method for reducing model computations by selecting only the most important features from training examples. In their experiments, Gomez-Carmona et al. [13] cleaned and partitioned accelerometer signals from wearable health monitors, removing noise and segmenting the signal into discrete parts. They then evaluated pre-trained movement classification models using different combinations of features of varying lengths to identify the minimum feature set required to maintain at least 90% accuracy. Their findings concluded that just the three best features were necessary to achieve the convergence target.

Reidy et al. [17] proposed an automated approach for an object recognition task involving very-high resolution images. To accommodate such large data inputs, their method introduced an in-sensor compression algorithm that first converts images to grayscale and then identifies regions of interest within the compressed sample. The object detection model processes extracted regions in a piecewise fashion, significantly reducing computational overhead by focusing only on relevant sections of the original image.

At a more granular level, convolutional layers in neural networks involve fundamental operations such matrix multiplication, scalar addition and non-linear transformations. To improve efficiency, parameter matrices can be decomposed into smaller components through matrix factorization, resulting in simplified calculations and improved latency [20]. The resulting representation effectively compresses the original parameter matrix at a rate of , where *m* and *n* are the matrix dimensions and *k* is the number of singular vectors – vectors whose directions remain unchanged by the transformation. In addition to matrix factorization, Gong et al. [19] explore several vector quantization techniques, including binarization, k means grouping, product quantization, and residual quantization. Like matrix factorization, these methods aim to exploit parameter redundancy to produce more compact and efficient model representations.

**3.2.3.2 Runtime Optimization**

Edge devices frequently operate in dynamic mobile environments where wireless connectivity and resource availability can fluctuate dramatically. Thus, machine learning applications benefit from having a degree of adaptability to the surrounding computing conditions.

Lane et al. [1] were among the early innovators with their 2016 DeepX framework, which dynamically selects layer compression and model partitioning configurations according to available computational resources for each inference request. DeepX employs a two-stage workflow: the Deep Architecture Decomposition (DAD) algorithm explores multiple partitioning strategies and ranks them according to accuracy estimates generated by the Runtime Layer Compression (RLC) algorithm. An additional goal of the framework is energy-efficient inference, which it accomplishes by favoring offloading schemes that prioritize low-power processors over high-performance ones whenever possible.

More recently, MyML introduced a privacy-conscious optimization approach grounded in a transfer learning style framework. Designed to meet device resource constraints, MyML intelligently simplifies large, generic models based on individual user preferences. Observing that user behavior typically centers around a narrow set of functions, the authors noted that conventional compression methods fail to adapt accordingly. In contrast, MyML first learns user habits by aggregating commonly used task categories. To minimize accuracy losses from compression, it avoids pruning shallow feature extraction layers and instead removes unused categories from the deeper classification layers, effectively personalizing the model. This entire process is performed locally on the user’s device to preserve privacy, and adaptation is ongoing, with periodic re-pruning initiated whenever the frequency of new use cases surpasses a defined threshold [9].

Another runtime optimization explored in edge settings involves multi-exit frameworks for deep neural networks, which take advantage of the varying complexity of input data. In many cases, object classification tasks can achieve sufficient accuracy at earlier layers during inference when presented with simpler inputs, making it unnecessary to process through the entire model. MAMO exemplifies this approach by identifying optimal exit points using a bidirectional dynamic programming algorithm. It further enhances system performance by employing a reinforcement learning model to select ideal model partitioning configurations based on the device's current resource availability [81].

**3.3 Hardware Accelerators for the Edge**

Researchers often emphasize the need for a holistic approach when designing machine learning models for edge deployment [2, 3]. This perspective highlights the importance of accumulating marginal performance gains not only through optimized software implementations but also through carefully tailored hardware architectures. To meet these hardware demands, a growing ecosystem of manufacturers designs lightweight chips specifically for machine learning, supported by ongoing academic research. Developers must often weigh the strengths and trade-offs of these specialized devices, as some are optimized for specific tasks while others offer broader flexibility.

Among prominent commercial offerings, Google’s flagship product for edge machine learning is the Edge TPU – a lightweight coprocessor available in various form factors, capable of performing four trillion operations per second while consuming just two watts of power [84]. The Edge TPU is optimized for deep feed-forward neural networks, such as convolutional neural networks (CNNs), and provides native support for TensorFlow Lite, Google’s lightweight ML framework [83]. However, performance can degrade substantially when running network architectures that do not align with its design [11].

Another widely used commercial platform is Nvidia’s Jetson, developed by a company renowned for AI hardware innovation. Jetson distinguishes itself through extensive software ecosystem support and an active developer community. It is compatible with TensorFlow Lite, PyTorch, and MXNet, and offers a suite of tools and libraries through its comprehensive SDKs. Like the Edge TPU, Jetson modules come in a range of form factors with varying levels of computational power and memory, all engineered for edge applications [85].

Turning to academic contributions, Mensa, introduced by Boroumand et al. [11], is a novel lightweight hardware accelerator. Mensa’s key innovation is its heterogeneous architecture: a collection of specialized accelerators, each tailored for a subset of common neural network operations. Recognizing that neural network layers naturally cluster by similar computational patterns, the Mensa framework dynamically maps each group to the most appropriate accelerator via a runtime scheduler. Unlike the monolithic design of the Edge TPU, Mensa offers greater adaptability across diverse model architectures.

The Intelligence Boost Engine (IBE) targets ultra-low-power applications such as sensor fusion and motion recognition, benchmarking its performance against the Cortex-M class of processors. Cortex-M devices, often found in wearable sensors and smart components, operate at clock speeds between 10–100 MHz and are prized for their extreme energy efficiency, consuming roughly 100 times less power than Cortex-A processors. IBE is optimized for core operations like matrix multiplication, scalar operations, and power functions, and provides additional flexibility with six programmable operating modes [10].

Eyeriss is an early hardware accelerator developed at MIT that is frequently referenced in research literature. It features a spatial architecture with 168 processing elements (PEs), designed to efficiently parallelize common neural network computations while minimizing memory access overhead. Eyeriss improves memory efficiency through a novel row-stationary dataflow, promoting data reuse across inputs, weights, and partial sums. Its four-level memory hierarchy reduces costly off-chip memory accesses, and an integrated network-on-chip (NoC) communication framework further enhances data transfer efficiency between memory levels and processing elements [25].

**3.4 Resource Management**

A central challenge in implementing machine learning on edge devices is adapting computationally intensive tasks to environments with limited resources, a theme that has been emphasized throughout this paper. Thus far, we have examined model compression techniques aimed at improving efficiency and simplifying computations, data processing strategies that further enhance performance metrics, and hardware optimizations tailored to efficiently execute algebraic operations common to model layers. This section shifts focus to algorithms that intelligently manage task distribution across connected devices. These algorithms often navigate competing objectives, such as balancing task deadlines against energy efficiency requirements [8], or preserving data privacy without compromising model accuracy [26]. For clarity, the following discussion organizes the algorithms into two categories based on the phase of machine learning in which they operate: training and inference.

**3.4.1 Training Edge Models**

Federated learning is designed to preserve user privacy while leveraging the diversity of data generated across a broad population of mobile users. Similar to traditional cloud-based training paradigms, a central server maintains a global model that is shared among the various devices within the network. A straightforward, but problematic, approach would involve uploading all user data to the cloud, aggregating it into a massive training set, and updating the global model with each training epoch. However, this method presents two major challenges: the sheer volume of data transfer imposes heavy network demands, and the transmission of potentially sensitive personal information raises serious privacy and security concerns. Federated learning addresses these issues by selecting a group of devices to train local copies of the model using their own data and then aggregating only the resulting gradient updates to refine the global model. McMahan et al. introduced the FederatedAveraging algorithm, which combines local stochastic gradient descent with centralized gradient averaging, demonstrating the feasibility of this decentralized approach. By transmitting only model updates rather than raw data, federated learning significantly reduces network traffic and mitigates privacy risks, ensuring that personal information remains securely on each user's device [26].

Transfer learning is another framework that preserves data privacy by enabling local model training. Unlike federated learning, which focuses on collaboratively training a shared model, transfer learning emphasizes fine-tuning a pre-trained model for a specific application. For many applications there are existing models that perform well at the general task, such as ResNet or MobileNet for object detection [15]. However, individual users may require support for additional detection classes not covered by the original model. These can be incorporated by fine-tuning the model’s classification layers using new, locally collected data. Hayajneh et al. [18] applied this approach in a smart agriculture setting, introducing a novel communication system supported by unmanned aerial vehicles (UAVs). In their design, UAVs transport data to and from field-based microcontrollers that control irrigation equipment. Each microcontroller is equipped with sensors to monitor soil humidity and a built-in DNN to estimate optimal watering schedules. Given the limited connectivity – provided solely by drones – transfer learning enables the DNN to be locally fine-tuned with sensor data, ensuring model adaptation without the need for continuous network access.

Dong et al. [16] present a distributed training framework called EdgeMove that implements model parallelism by partitioning model layers between the device and edge servers, which they refer to as workers or worker devices. Their approach improves upon traditional device-to-cloud training by leveraging the lower communication latency offered by geographically local edge servers. Two key innovations in EdgeMove are a pipelining algorithm that overlaps minibatches to further reduce communication delays, and a runtime adaptation algorithm that dynamically adjusts to fluctuating network conditions. The pipelining strategy draws inspiration from PipeDream [86], a multi-dimensional parallelism technique that maximizes throughput. Meanwhile, the runtime adaptation mechanism continuously monitors the performance of the assigned worker and neighboring workers. If a worker's performance degrades, the client can reconfigure the model partitioning or offload specific stages to a different worker, maintaining efficient training performance despite network variability.

Edge2Train is a training framework specifically targeted at lightweight machine learning models on ultra-low power devices, such as microcontrollers, and shares some conceptual similarities with transfer learning. The key challenges addressed by the framework are sparse connectivity and privacy issues with mobile networks. Edge2Train employs a background process that continuously monitors the inference accuracy of the device’s model. A configurable threshold is set to determine when the model’s performance is outside of acceptable limits, in which case new training data is accumulated from the associated inputs provided by the device sensors. Once sufficient new training data is accumulated, the model is automatically retrained, effectively fine-tuning it to adapt to the local environment [12].

**3.4.2 Optimizing Resources During Inference**

In Section 3.2.3.2, we discussed resource management strategies that dynamically compressed or pruned portions of a model based on the available connected devices in the network [1, 9]. However, in some situations, modifying the model structure can lead to unacceptable losses in accuracy. This section shifts focus to algorithms that manage task sharing without altering the underlying model.

Adding edge servers to a network is often a practical way to provide lightweight devices with additional processing power. Yet, as network size grows, this strategy becomes less sustainable due to increasing costs and energy consumption. To address this, the developers of DEWOrch introduced a deep reinforcement learning algorithm for workload orchestration aimed at enabling inter-device collaboration in mobile networks. Recognizing that many tasks require only a fraction of a server’s maximum resources, DEWOrch ranks all connected devices by computational performance and, when possible, offloads tasks to the least powerful capable device. This strategy preserves powerful resources for more demanding tasks while minimizing overall energy consumption by prioritizing energy-efficient devices [7].

A related system was developed by Chouikhi et al. for industrial Internet of Things (IIoT) environments. Unlike generic mobile settings, IIoT systems often operate under strict real-time constraints, where missing a task deadline could lead to system failure. To address these requirements, their framework employs multiple deep reinforcement learning agents, each assigned to a device within the network. These agents optimize multiple objectives, prioritizing task deadlines while also considering long-term energy efficiency. Communication among agents is enabled to prevent conflicting decisions and maximize overall system performance [8].

Ali et al. [29] introduced the Energy-Efficient Deep Learning-Based Offloading Scheme (EEDOS) for cloud-based task sharing. Their method stands out by training the decision-making model with an exhaustive dataset that enumerates every possible partitioning configuration of the inference model. As a result, EEDOS achieves 100% decision accuracy during inference. Notably, it is also one of the first frameworks to account for the remaining battery life of the host device, dynamically adjusting offloading decisions based on the device’s power state.

**3.5 Resource Usage Profiling**

State-of-the-art research in edge machine learning requires scientists to stay current with related advancements to remain competitive. While some efforts have been made to aggregate quantitative data, particularly concerning model and hardware energy consumption in independent laboratory settings, such studies have received relatively little attention in survey papers. This section highlights several publications dedicated to this line of research, with many authors motivated by the desire to create accessible references for future developers.

In a 2020 paper, Kumar et al. [2] highlight notable energy efficiency improvements in contemporary edge hardware accelerators and hardware based full-stack optimization methods. Devices like the Nvidia Jetson, Google Edge TPU, and ShiDianNao accelerators top the list for devices that outperform traditional server-grade CPUs and GPUs in energy metrics. However, the key contribution of the paper is an Eclipse IDE plugin called JEPO for Java programs that is able to suggest code improvements for more energy efficient applications. JEPO analyzes each line of code, analyzing data types, arithmetic operators, and algorithmic patterns such as array traversal, using empirical energy consumption data collected across various Java constructs. For example, experiments showed that the int primitive is more efficient than other data types, and ternary operators consume more energy than standard if-then-else statements. The tool was validated by refactoring WEKA, an open-source machine learning library, resulting in a 14.46% reduction in energy consumption compared to the baseline implementation.

Fanariotis et al. [4] evaluated the energy performance of four machine learning models – LeNet-5, MobileNet 025, an AI-based indoor localization model, and a sine calculation model – comparing original and quantized versions using TensorFlow Lite. Although quantization generally improved energy efficiency by reducing kernel operations, the study found that the number of memory accesses was an even stronger predictor of energy savings. Interestingly, larger compute-bound models sometimes consumed less energy than smaller, memory-bound models. Moreover, energy performance varied significantly across devices, emphasizing the need for holistic hardware-software co-design. For example, an unoptimized LeNet model on an ESP32 chip consumed about three times less energy than a quantized version running on an ARM Cortex-M7 processor.

Hanafy et al. [5] evaluated 40 popular DNN models to explore the relationship between model size and three different metrics: accuracy, energy consumption and latency. They found no consistent correlation between model size and performance across different model families – VGG models, for example, were larger but less accurate than ResNet models. However, within individual model families, a positive correlation between size and performance was observed. Importantly, the number of floating-point operations, rather than model size alone, showed a stronger relationship with both latency and energy consumption. The results may also indirectly indicate that there are other variables that would yield better predictive quality, such as arithmetic intensity as shown in the previous study.

To avoid the impracticality of benchmarking every available model, Tu et al. [6] developed an experimental framework that aggregates energy consumption trends based on kernel characteristics. Their study evaluated 16 kernel types from nine cutting-edge DNN models across 50 variations each, along with six popular edge AI applications. They measured the energy consumption trends of variables like feature dimension, channel number, kernel size, and stride length. Additionally, they introduced two novel metrics – the Power Consumption Score (PCS) and Inference Energy Consumption Score (IECS) – to provide an intuitive energy efficiency rating for device-application pairings.

In computer vision applications, object detection and motion tracking are common tasks for smart cars and security systems. Object detection and motion tracking typically involves two independent algorithms in a sequential workflow. Using a Google Coral AI chip and a Nvidia Jetson Nano, Di Fabrizio et al. [15] tested MobileNet v2 and ResNet with three common multi-object tracking algorithms to measure the energy performance of each configuration. Beyond measuring energy consumption and latency for each configuration, their study also captured how tuning the accuracy settings of tracking algorithms impacted both performance metrics.

**4 Conclusion**

Edge computing represents a new era in how artificial intelligence and machine learning models are deployed, offering the potential for lower latency, improved data privacy, and greater autonomy across a wide range of applications. However, realizing these advancements requires overcoming significant constraints inherent to edge devices, including limited computing power, smaller memory storage, and restrictive energy budgets.

This survey reviewed many of the major techniques that address these challenges but falls short of being comprehensive. The variety of innovations continue to grow in this rapidly expanding field of study. We discussed model compression strategies designed to reduce resource demands without severely compromising accuracy, runtime optimization algorithms that adaptively manage computational overhead, specialized hardware accelerators for lightweight inference, and distributed resource management methods that enhance system efficiency through intelligent task sharing.

In addition to covering these well researched domains, this paper highlights a critical but less frequently discussed topic – empirical profiling of energy consumption in machine learning models and hardware accelerators. By aggregating findings from recent studies, this survey provides exposure to the practical insights derived from this avenue of research so that developers can benefit during future implementation. As edge intelligence continues to grow in importance, future innovation in methods that balance performance, energy efficiency, and system resilience will become even more crucial.
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