# 接口级拓扑测量，

traceroute是接口级拓扑测量中最常用的测量工具，也是Internet接口级别拓扑测量的仅有的原语(primitive)，其他的工具和技术都是traceroute-like的。

最早在1988年，van jacobson实现了ICMP traceroute。在之后的大部分UNIX-like系统发行版本中，traceroute都被实现成了UDP版本。

2001年，Michael Toren用TCP SYN探测包实现了traceroute，一定程度上克服了ICMP，UDP被防火墙过滤的缺陷，然而在网络边缘的主机仍有可能过滤未建立连接的TCP。

针对负载均衡造成的traceroute假路径问题，2006年，法国UPMC的Brice Augustin等发布了Paris traceroute工具，对traceroute进行了改进，通过操纵ICMP的首部，控制探测包在负载均衡存在的情况下只走一条路径。

针对大规模traceroute中观察点的选择问题，2009年，法国Brice Augustin使用了Targeted Probing(定向探测)技术，根据领域知识，精心选择TR的源和目的列表，并辅以LSSR选项，使得TR对IXP的peering的发现率大大提高。[35] 2011年，美国Boston University的B.Eriksson提出了将拓扑测量转化为统计学上的unseen species 问题，然后使用矩阵填充技术来推断未被大规模traceroute发现的设备和链接。[33]

针对大规模traceroute的负载问题，2006年，法国UPMC的Benoit Donnet在文章中提出了far probe技术，在监控点内部使用，并且提出top set技术，在监控点之间使用，降低了他raceroute的冗余和负载。[37]

traceroute大规模拓扑探测最早是从几个观测点出发进行的探测，例如1998年起，法国UoS Pansiot等人进行的研究。[39]

专用大规模拓扑探测平台有CAIDA的Skitter利用web服务器，以及Skitter的后继Arc。[40][41]

此外还有一般意义的分布式测量平台，iPlane[13]，和UW的RocketFuel[14]，都是基于2003年发起的PlanetLab项目的。

除此之外一些公共的Traceroute server，作为拓扑探测的窥镜(looking glass)，由于其测量点的分布覆盖范围广，能够保证较好的完全性，但是由于公共服务器对查询次数的限制，这种方法只适用于小尺度的拓扑测量。

此外还有crowd sourcing测量，不再适用专用的测量平台，而是利用Internet大量的用户基础，通过在浏览器安装插件，让终端用户执行测量工作，如Scriptroute[43]，Dimes[12]，Bitprobe[44]等。这种方法，需要额外的设计权衡，和安全性考虑。

针对traceroute正反向路径的不对称性，2010年，USC的E. Katz-Bassett实现了reverse-traceroute，利用了prespecified timestamp(TS)和 record route options(RR)来识别沿着反向路径的每一跳。[50]

子网发现作为traceroute的扩展，对ip路径上的子网拓扑进行了更近一步的探测。traceroute返回路径中转发路由接口的IP地址，2010年utaxes的M. Tozal 的tracenet可以访问到路由间的子网，并且标注IP地址之间的关系和通过测试获得的子网掩码。类似的工具还有同样是2011年M. Tozal发表的XNET工具。
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国内研究现状：

2007年，哈尔滨工业大学[1]以建立中国IP级网络拓扑图景为目标,首先评价了传统的目标抽样法,提出了3项改进技术,并测量了中国网络,然后运用复杂网络研究方法提取并比较分析了拓扑特征,最后采用IP2AS技术统计了自治域规模。

2009年，哈尔滨工业大学[2]开发了fastrace，其中所采用的新技术可在保证完整性的同时将探测负载降低一半。
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