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# Cleaning

The majority of the cleaning was to ensure consistency of the levels within the categorical variables. All cleaning was performed in R (R Core Team 2019), mainly using the tidyverse package (Wickham et al. 2019). All code is available from www.github.com/jonotuke/TSH\_code.

# Methods

To model the difference between the different thyroid tests with respect to their predictive power for a variety of conditions, we used a mixed effects modelling methodology The methodology will allow us to compensate for the fact that we have more than one result in the papers considered. The modelling was performed using the lme4 package (Bates et al. 2015) and the lmerTest package (Kuznetsova, Brockhoff, and Christensen 2017).

In each case, we classified each results in a paper as showing a significant results or a non-significant result. By a significant result, we mean that a given thyroid test has been shown to be associated with a given condition at a 5% significance level. We treated the result as a binary response variable with the levels success (significant) and failure (non-significant).

In each model, we accounted for the observation of multiple results within the same paper by incorporating a random intercept for each paper. The necessity of the random intercept was performed with an likelihood ratio test and also confirmed with the Bayesian Information Criterion (BIC) (Schwarz 1978).

The thyroid test was incorporated in the model as a fixed effect predictor. This was also tested for with a likelihood ratio test and BIC.

For significant models, we also calculate the Tukey pairwise comparisons between the thyroid tests using the multcomp package (Hothorn, Bretz, and Westfall 2008).

We were also concerned about the potential predictive power of other covariates. We considered system each condition was within - as classified by the authors Stephen Fitzgerald and Nigel Bean; the number of subjects in the analysis; and the number of covariates in the model of the analysis. For each of these covariates, we considered six models:

1. just thyroid test,
2. just thyroid test with random intercept for paper,
3. thyroid test and covariate,
4. thyroid test and covariate with random intercept for paper,
5. thyroid test and covariate and interaction between thyroid test and covariate, and
6. thyroid test and covariate and interaction between thyroid test and covariate with random intercept for paper.

The best model was chosen with BIC.

As we have further dependencies within each paper: the cohort used for the analysis; the general type of analysis; and sophistication of the models, we also tested for the necessity of a nested random intercept.

The final attempt to account for dependency we called the “Devil’s advocate” method. For each of the following strata:

1. small number of subject, simple model;
2. small number of subject, large model;
3. large number of subject, simple model; and
4. large number of subject, large model,

we randomly selected one analysis from each paper to represent the strata. We then performed a logistic regression with significance as the response variable and thyroid test as the predictor. # Meta-analysis

The obvious question is why this complicated approach - why not simply perform a meta-analysis. First, fundamentally, meta-analysis answers the wrong question. If we will solely interested in the predictive power of an single thyroid test with regards to a single condition, then we would use meta-analysis, but we are considering a more general question - which thyroid test is most predictive of disease states. Given this, we still did consider a meta-analysis. To recap, to perform a meta-analysis will need to compare like to like, that is we would need to select only those analyses that correspond to the same condition, and using the same analytic methodology. Unfortunately, we found that once you take into account condition and methodology, there are very few results with at least two thyroid conditions to compare, thus rendering meta-analysis insufficient to answer our question.
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