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Johannes Burgers

## Precursors

library(tidyverse)

── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
✔ dplyr 1.1.4 ✔ readr 2.1.4  
✔ forcats 1.0.0 ✔ stringr 1.5.1  
✔ ggplot2 3.4.4 ✔ tibble 3.2.1  
✔ lubridate 1.9.3 ✔ tidyr 1.3.0  
✔ purrr 1.0.2   
── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
✖ dplyr::filter() masks stats::filter()  
✖ dplyr::lag() masks stats::lag()  
ℹ Use the conflicted package (<http://conflicted.r-lib.org/>) to force all conflicts to become errors

library(tidytext)  
library(qdapRegex )

Attaching package: 'qdapRegex'  
  
The following object is masked from 'package:dplyr':  
  
 explain  
  
The following object is masked from 'package:ggplot2':  
  
 %+%

library(EnvStats)

Attaching package: 'EnvStats'  
  
The following objects are masked from 'package:stats':  
  
 predict, predict.lm

library(ggpubr)  
  
library(univOutl)

Loading required package: robustbase  
Loading required package: Hmisc  
  
Attaching package: 'Hmisc'  
  
The following object is masked from 'package:EnvStats':  
  
 stripChart  
  
The following objects are masked from 'package:dplyr':  
  
 src, summarize  
  
The following objects are masked from 'package:base':  
  
 format.pval, units

library(scales)

Attaching package: 'scales'  
  
The following object is masked from 'package:purrr':  
  
 discard  
  
The following object is masked from 'package:readr':  
  
 col\_factor

# Import Data

all\_works\_punctuation <- read\_csv("processed\_data/all\_works\_punctuation.csv")

Rows: 160176 Columns: 12  
── Column specification ────────────────────────────────────────────────────────  
Delimiter: ","  
chr (4): title, code, type, sentence  
dbl (8): date, string\_length, ellipse, comma, semi\_colon, dash, colon, paren...  
  
ℹ Use `spec()` to retrieve the full column specification for this data.  
ℹ Specify the column types or set `show\_col\_types = FALSE` to quiet this message.

#This calculates the percent long sentences for each work. A long sentence is any sentence that exceeds the corpus average (corpus\_mean\_string\_length)  
  
sentence\_length\_by\_work <- all\_works\_punctuation %>%  
 group\_by(title, code) %>%  
 summarise(average\_string\_length = mean(string\_length))

`summarise()` has grouped output by 'title'. You can override using the  
`.groups` argument.

corpus\_mean\_string\_length <- sentence\_length\_by\_work %>%  
 ungroup() %>%  
 summarise(corpus\_mean\_string\_length = mean(average\_string\_length)) %>%  
 pull(corpus\_mean\_string\_length)  
  
sentence\_length\_percentage <-  
 mean(sentence\_length\_by\_work$average\_string\_length > corpus\_mean\_string\_length)  
  
sentence\_long\_short\_percent <- all\_works\_punctuation %>%  
 group\_by(title, code) %>%  
 summarise(  
 all\_sentence = n(),  
 long\_sentences = sum(string\_length > corpus\_mean\_string\_length)  
 ) %>%  
 mutate(percent\_long = long\_sentences / all\_sentence)

`summarise()` has grouped output by 'title'. You can override using the  
`.groups` argument.

summary\_punctuation <- all\_works\_punctuation %>%  
 group\_by(title, date, code, type) %>%  
 filter(title != 'requiem') %>%   
 summarise(across(string\_length:parenthesis, ~ mean(.x)))

`summarise()` has grouped output by 'title', 'date', 'code'. You can override  
using the `.groups` argument.

corpus\_percent\_all <- read\_csv("processed\_data/corpus\_percent\_all.csv")

Rows: 4 Columns: 3  
── Column specification ────────────────────────────────────────────────────────  
Delimiter: ","  
chr (1): type  
dbl (2): work\_type\_length, percent  
  
ℹ Use `spec()` to retrieve the full column specification for this data.  
ℹ Specify the column types or set `show\_col\_types = FALSE` to quiet this message.

## Introduction

Faulkner’s style has been as much a source of inspiration for some as well as a source irritation for others since the earliest reviews. There is, to be sure, no shortage of scholarly works that offer great insight into Faulkner’s writing and his use of punctuation. What has eluded critics is a view of his writing as a whole. New computational techniques make it possible to sketch a more detailed portrait of his use of punctuation throughout his career. This data can be coupled with the rich textual data available through *Digital Yoknapatawpha*. Combined this data can be used to understand not only when Faulkner makes particular choices about punctuation, but also what types of characters are present in those sentences. Doing this not only confirms suspicions about particular punctuation patterns in Faulkner by earlier scholars, but it also furthers the conversation about who gets represented in Faulkner and how. In the main, punctuation in Faulkner serves to stress his aesthetic of “the long sentence”. This aesthetic tries to capture a person’s past, present, and possible future in one moment in time, and acknowledges that the neat temporal divisions past, present, and future represent are always provisional and permeable. Though ostensibly representative of the human condition of all people, the aggregated data tell a different story from Faulkner’s own understanding of his writing. Sentence length appears to be deeply tied to the two threats undermining the upper class White plantocracy in his fiction: the rise of poor whites and what can crudely be referred to as miscegenation. In light of the current critical reception of Faulkner, this is not altogether surprising. To be sure, miscegenation and the rise of poor whites are part of well-worn critical ground. What is less apparent, and indeed impossible to substantiate without computational methods, is how these themes consistently manifest themselves at the level of the sentence and his use of punctuation.

## Critical literature on Faulkner

Faulkner’s style has long been a central concern of critics and scholars of Faulkner’s writing. It has not always been universally well received, one critic writing of *Absalom, Absalom!* remarks that, “When a narrative sentence has to have as many as three parentheses identifying the reference of pronouns, it signifies mere bad writing and can be justified by no psychological or esthetic principle whatever.” (DeVoto 147). While critics now uniformly agree that Faulkner’s style is more than merely “bad writing,” there is no settled view on the psychological or aesthetic principle. List a couple of examples

Faulkner’s own opinion goes here.

## Methodology and Editing Faulkner

Computational analysis of Faulkner’s writing is rife with challenges and caveats. Certainly one issue that is insurmountable is settling on an edition of the works. Noel Polk famously edited “corrected” versions of Faulkner’s texts, but even he admits that this is far from the “definitive” text (POLK 6). In part this is because Faulkner was far from definitive in his own approach to punctation. He retyped parts of the Benjy section to *The Sound and the Fury* three times, and used a different punctuation system in each iteration (Polk 14). It is evidence of Faulkner’s constant experimentation with punctuation with each text that he wrote and throughout his career. While it is theoretically possible to build a dynamic model of these punctuation changes, the very real practical challenge would be to digitize the typescript and manuscript pages to make them machine readable. Since no such corpus is available for the foreseable future it makes sense to settle for the highly regarded versions created by Polk. Adhering, where possible to these editions, also allows for better alignment with the DY database, which used the Polk editions for their data entry. If these editions are imperfect, there is at least some assurance that it is the mostly likely version a modern reader will read.

Beyond the variance in editions, there is with Faulkner also the issue of the internal coherence of the textual corpus. Faulkner’s writing is quite heterogeneous, and consists of novels, short stories, poetry, film scripts, and a text that hovers between a stage play and a novel: *Requiem for a Nun*. Even within these broad categories there are further subdivisions. Speaking of the novels and short-stories more narrowly, there are the 14 novels and 54 short-stories that take place in his famous Yoknapatawpha County. Among these are “uncollected” short stories that were only ever published in magazines and then incorporated wholesale or in part into novels such as *The Unvanquished*, *The Hamlet*, and *Go Down, Moses*. There is also a further set of unpublished stories that are interesting in their own right or that have resonances with Faulkner’s more well-known published texts. This leads to an interesting intellectual problem. Some but not all of the stories in *The Unvanquished* are only modified slightly from their magazine versions. Conversely, *The Saturday Evening Post* version of “The Bear” varies quite substantially from the version that appears in *Go Down, Moses*, even though the two are printed only two days apart (Corrigan Padgett). This leads to a rich body of work that makes for a poor experimental design. Using computational techniques to analyze differences between texts works best when all the texts are unique in their content and homogeneous in their type. When a corpus is heterogeneous with many different types of texts and also has duplication between texts, it is harder to detect consistent patterns. This heterogeneity serves as a warning for any broad generalizations about Faulkner as a writer as a whole. In the main, because these generalizations require stepping back so far away that it is no longer possible to see the trees from the forest. For example, Faulkner writes longer sentences than other authors (17 words-per-sentence), but this number varies quite widely from canonical works like *As I Lay Dying* that use an unremarkable 12 words per sentence to works that are exceptionally verbose like *Absalom, Absalom*, which uses 43 words per sentence. Therefore, it makes more sense to stay away from large assumptions about how Faulkner punctuated his texts, and instead accept that what is true in some of Faulkner’s writing is not necessarily true in all of his writing. These local insights can then be stitched together to create a more global collage.

## Sentence length

The issue of corpus heterogeneity is one that complicates even one of the most basic metrics: sentence length. It does not require computational analysis to understand that Faulkner writes in long sentences. For anyone who has ever taught Faulkner, it is perhaps the most common stumbling block and, indeed, complaint among students. Faulkner himself was asked about it no fewer than four times, when he lectured at at the University of Virginia (CITE). However, quantifying what readers might mean when they say Faulkner’s sentences are long is a more complex. The first issue is defining what constitutes a sentence. In terms of computation, the simplest way to define it is as any set of words where the first word is capitalized and is closed with end-sentence punctuation like a period, exclamation mark, or question mark. These basic parameters are frequently used to determine sentence length in standard prose writing. This technique works well in most cases, but runs into quite a number of exceptions in Faulkner. For starters, Faulkner has a tendency to nest narratives within quoted material. For example, in *The Hamlet* (1940), much of the story is told by Ratliff, an itinerant sewing machine salesman. When he takes over as narrator, the perspective moves from third person omniscient to first person, and within this embedded narrative Ratliff quotes various characters. These quotations are themselves sentences, but also part of a longer, enframing sentence. For instance, while describing a scene between two antagonists, Ratliff says, “What will he say? What can he say except ‘All right. What do you aim to do?’” If a sentence is defined as any set of words that starts with a capital letter and ends with end-sentence punctuation then this is four separate sentences. This seems unsatisfactory. The two sentences “All right.” and “What do you aim to do?” are embedded within the larger quote started with “What can he say except”. Not accounting for sentence embedding in *The Hamlet* actually makes the average sentence length in Faulkner appear shorter than it is. The exact opposite problem is true in *The Sound and the Fury*. Here Faulkner embeds sentences and phrases through italics. This occurs frequently in the the Quentin section where the character’s internal narration is interrupted by memories. At one point, Quentin recalls Gerald Bland’s mother talking about her son’s looks, which is interjected by a memory of him fantasizing about shooting his sister’s fiance, Herbert Head: “Telling us about Gerald’s women in a *Quentin has shot Herbert he shot his voice through the floor of Caddy’s room* tone of smug approbation” (105). The main sentence is: “Telling us about Gerald’s women in a tone of smug approbation.” This is interrupted by two clauses “Quentin has shot Herbert,” and possibly another sentence or a part of one “he shot his voice through the floor of Caddy’s room.” There is no unambiguous way to determine if the two phrases should be seen as part of the same italicized sentence or if they should be read separately. There are valid interpretations for both. Similarly, while it would be computationally possible to excise the italicized text, this distorts the fact that these italics quite deliberately interrupt and extend the sentence because there is no end-sentence punctuation. Consequently, the sentence in *The Hamlet* (17 words) and the sentence in *The Sound and the Fury* (25 words) are roughly the same length, but in the tabulation the former is significantly shorter than the latter (5). This inconsistency is a feature of the entire corpus, because Faulkner varied the way in which creates long sentences across throughout career. Sentence length is therefore a rather crude and imperfect measure to understand punctuation in Faulkner, but it makes an interesting starting point for investigation.

Going by the imperfect measure of sentence length, Faulkner’s writing is not exceptional compared to other writing at the time. At 16.74 words per sentence, Faulkner’s sentences are only slightly longer than the average 16 words per sentence for a text in the Corpus of English Novels, which covers writing from 1881 - 1922 (Ihrmark 79) and longer still than the 13 words per sentence around the 1930s (Rudnicka). Nor is the slightly higher than average sentence length a feature of all his works. The *Sound and the Fury* is notoriously complex. Nevertheless, at only 10.202611 words per sentence, it uses fewer words on average than Hemingway’s *The Old Man and the Sea*, which uses 13 words per sentence (Ihrmark 82). Despite this counter intuitive disparity in average sentence length, Faulkner’s more verbose style could never be confused with Hemingway’s trademark concision. In part, this has to do with the distribution of sentence lengths within each text. The *The Sound and the Fury* may have a lower words-per-sentence average than *The Old Man and the Sea*, but it also contains one sentence that counts over 4,000 words. Clearly, this is less succinct than Hemingway, and probably most other authors as well. These long sentences, it should be noted, are more of a statistical exception than the rule. The normal distribution for this text, and most of Faulkner’s other texts is heavily right-skewed. Meaning that for the most part they tend of have “average”-length sentences interspersed with much longer sentences. In the case of the *Sound and the Fury* 0% of the sentences are longer than the mean corpus sentence length. The same can be said for Faulkner’s other texts, most of these (1%) have an average sentence length lower than the total average across the corpus. More succinctly, just as a small share of sentences in each work gives the impression of long sentences, and, similarly, within the corpus of Faulkner’s writing there are a minority of works that are above average in sentence length. Statistically, lengthy sentences are a local feature not a global phenomenon.

average\_gdm <- summary\_punctuation %>%  
 ungroup() %>%  
 filter(title == "moses") %>%  
 pull(string\_length)  
  
average\_aa <- summary\_punctuation %>%  
 ungroup() %>%  
 filter(title == "absalomcorrect") %>%  
 pull(string\_length)  
average\_re <- summary\_punctuation %>%  
 ungroup() %>%  
 filter(title == "roseforemily") %>%  
 pull(string\_length)  
  
  
average\_bb <- summary\_punctuation %>%  
 ungroup() %>%  
 filter(title == "barnburning") %>%  
 pull(string\_length)

Nevertheless, lengthy sentences are seen as hallmark feature of Faulkner’s writing. In part this may be because some of Faulkner’s most canonical works feature long sentences, *Go Down, Moses* (2 026%), *Absalom, Absalom*, “A Rose for Emily”, and “Barn Burning”. These works are, in a sense, more Faulknerian than a relatively unknown early text like “Elly”. Nevertheless, equally canonical works like *The Sound and the Fury*, *Light in August*, and *As I Lay Dying* do not, on average, stand out as being particularly verbose relative to the the general mass of texts written in English at this particular time. Despite these counter indications, it goes against a firmly established scholarly tradition based on Faulkner’s own statements and, indeed, common sense, to argue that lengthy sentences aren’t Faulkner’s particular metier. Instead, to understand why Faulkner’s sentences, for lack of a better word, feel long it is informative to look at their internal structure.

## Extending the Sentences: Pauses and Such

The preceding discussion about sentence length raises an obvious question: What is a long sentence? Is it any sentence above the average in a corpus? If so, how much longer does it need to be to be consider long and not simply longer than usual? If a sentence is indeed long, is there a maximum length? At what point, does a string of words grammatically cease to be sentence? James Joyce famously wrote “the longest sentence” in English in the Penelope chapter of *Ulysses*, but this sentence is not long in the same way a sentence in Faulkner is long. While there is certainly semantic coherence underlying Joyce’s string of words, the lack of mid-sentence punctuation makes it grammatically incorrect if not necessarily syntactically incoherent. This was rather point, of course, but it is an important distinction to make. Faulkner not only creates long strings of words, but also coordinates and subordinates his clauses through punctuation. Thus, whereas Joyce saw the intervention of punctuation as an infelicity to the ineluctable flow of language in the Penelope episode, the sheer profusion of punctuation in Faulkner speaks to the endless way in which meaning branches, eddies, rejoins and ends in an arbitrary terminus only to recirculate again. To use two spatial metaphors, The Penelope chapter is a stream, Faulkner’s writing is a watershed.

To understand how Faulkner lengthens his sentences it is useful to look at mid-sentence punctuation like: colons, ellipses, and parenthesis. Faulkner is not merely making sentences very long, but using punctuation to stretch out the definition of a sentence, and, in turn, call attention to the punctuation itself. The finality of the period is replaced with the indeterminacy of the unfinished sentence. What is telling about Faulkner’s writing is that he does not simply write long sentences throughout his career, but experiments with different punctuation configurations to make this possible. Arguably, any number of texts serve as good examples, but there are three salient texts that deviate from Faulkner’s own writing statistically: *Absalom, Absalom!*, *Intruder in the Dust*, and “Dry September.”

To determine which of Faulkner’s texts have punctuation at variance with the corpus more generally,a statistical model of Faulkner’s short stories and novels was created. The play, *A Requiem for a Nun* was excluded from this analysis, because the punctuation patterns, such as placing a colon to break between character name and their dialogue, distorted the average. With this slightly reduced corpus, the texts were broken down into sentences and each mid-sentence punctuation mark was counted. Intuitively, sentence length and mid-sentence punctuation are positively correlated. As sentences get longer, there is a higher likelihood of finding mid-sentence punctuation. There are some functional limits to this correlation, however. Modern punctuation tends to function as a syntactical system that regulates the number of certain punctuation marks that can be used (@Shou 198). This is particularly true of colons, semi-colons, and parenthesis. For example, one line in *The Mansion* (1959) has 9 semi-colons and is over 400 words long. It pushes the limits as to how many independent clauses a reader can reasonably be expected to understand in the same ostensibly coherent thought delimited by a period.

By taking the averages of the number of mid-sentence punctuation marks per sentence across all texts, it is possible to detect texts that deviate from the overall pattern. In general, phonological and syntactical phenomena tend to follow a power-law distribution (@sun and Wang 32, Newman 372); where the probability decreases exponentially with each frequency interval. Syntactically, this makes sense. In any given text, most sentences do not contain commas. If a sentence does contain a comma, it is far less likely that it would also contain a second comma, it is exponentially less likely to contain a third comma. While this rule breaks down when it comes to punctuation marks like colons, which are governed by grammatical rules that prevent more than one colon per sentence, it is safe to assume that if Faulkner did not change his punctuation patterns the relative frequency would be within the same range across the corpus. Plotting the distributions across all punctuation marks reveals an exponential distribution best described as chi-squared with three degrees of freedom (

); visually this is curve that looks a bit like a slide on a playground: a steep ladder on the left-hand side with a long-curve that never quite reaches the ground on the right. This curve indicates that many texts are within the same range, but a few texts have a very high relative frequency of specific punctuation marks.

Determining when on that tail a value is outside of the expected range is a matter of some interpretation. Indeed, deciding that a data point is an outlier is an ongoing debate among mathematicians (Hawkins 9-12). As the distance between the mean and the highest value was quite far apart, the skewness of the distribution was corrected for by either taking the inverse or the log of each of the values depending on the line of best fit in a quantile-quantile plot. Using these normalized distributions, Rosner’s multiple outlier test was run on any value outside

. Additionally, a secondary test was run using the Adjusted box plot method developed by Hubert and Vandervieren (@Hubert). The tests revealed slightly different outliers, but on the whole there is an inconsistent use of mid-sentence punctuation across the corpus. Faulkner uses some mid-sentence punctuation substantially more than in some texts versus others. This indicates some measure of experimentation with how he is creating long sentences. If he were developing only one particular technique, for example concatenating a string of independent clauses separated by a semi-colon as in *The Mansion*, the data for the other punctuation marks would likely not be as skewed. This is not the case, and indicates variance in punctuation techniques across his career. This variance does not appear to be strongly time dependent. There were no distinct phases to his punctuation experiments, but instead individual works stand out as being particularly experimental.

Three texts provide useful insights. *Absalom, Absalom*, and *Intruder in the Dust*, and “Dry September” were all marked as outliers. As one of Faulkner’s most challenging texts, it is unsurprising that the punctuation patterns in *Absalom, Absalom!* diverge from the corpus. Averaging around 50 words per sentence, the text is marked by a heavy use of parentheses. Thus, a sentence will be interrupted by parenthetical statements, which in themselves are not usually sentences, leading to sentences of extraordinary length. In one sentence stretching over 1,000 words, he uses 9 parenthetical statements as a running commentary on the main sentence (AA 124-127). Some of these parentheticals are themselves several lines. All of this is complicated by the fact that this particular sentence occurs in Chapter 6, which is itself entirely surrounded by parentheses. As a result, the parentheses in this sentence are actually nested within surrounding parentheses. This nesting continues throughout the Chapter 6 and at some point the the word Quentin is nested 4 levels deep. That is, as an aside to an aside to an aside. Not only, then, are Faulkner’s sentences very long in *Absalom, Absalom!* they are also, in a sense, deep. Each parenthetical statement adds more commentary and context, which itself requires more commentary and context. It is fitting that peeling away all of these parentheses like layers of an onion reveals the absent center: Quentin. The tale is ultimately about the teller.

In a slightly different fashion, Faulkner instrumentalizes colons in *Intruder in the Dust* to create sentence depth. To give an extreme example, one sentence in *Intruder in the Dust* is over 1,600 words long and features 18 colons. The sentence deploys colons as a clausal adjunct. Nunberg labels this phenomenon colon-expansion, whereby the content following the colon expands or elaborates on the preceding clause (Nunberg 30). Importantly, he points out that there are only two constraints to a colon-expansion. First, there is a semantic limit to the extent to which something can be elaborated, and, two, colon-expansions cannot themselves contain other colon-expansions (Nunberg 30-31). Faulkner violates the former by dint of the latter. Each sentence dilates in meaning as he adds on more clausal adjuncts and elaborations. While it is impractical to quote Faulkner’s multipage sentence in its entirety, the opening sequence captures this effect: “Because he was free: in bed: in the cool familiar room…(34)”. With each colon more details about the narrative situation are revealed. The choice for concatenating clauses with a colon and not simply writing new sentences, appears to be similar to the depth effect created through parentheticals in *Absalom, Absalom!*. With each new colon the reader is tasked with processing a new piece of information that falls within the scope of one sentence. The narrative does not move forward but instead moves deeper.

It does not require inferential statistics to understand that the punctuation in *Absalom, Absalom!* and *Intruder in the Dust* are unusual, even for Faulkner. One surprising text that is a statistical outlier is “Dry September.” This is a highly canonical Faulkner story and frequently features in literature anthologies because it is very teachable (list anthologies). “Dry September” is part of cluster of stories from 1927-1934 that average a higher number of ellipses per sentence than other Faulkner texts. To mark this as a general feature of Faulkner’s style during this period would be a mistake, however; as canonical works like *The Sound and the Fury*, *As I Lay Dying*, and *Light in August*, all written around this time, do not feature nearly as many ellipses. Instead, this may have been a punctuation mark he was experimenting with in some specific contexts.

In “Dry September” the ellipses serve a powerful function. The story is about the lynching of a Black man, Will Mayes, based on rumors that a White woman, Minnie Cooper, had been violated by him. The story never shows the actual lynching nor is it ever clear that Cooper had accused Mayes or anyone of anything. The majority of these ellipses (87%) occur in the opening scene of the story when the men of the town share incomplete knowledge of events. It is unclear what may have happened, if anything, and Faulkner marks these statements with ellipses. The silence created by the ellipse amplifies the possible horror: “Damn, if I’m going to let a white woman…”; “By god if they…”; “I don’t live here, but by God, if our mothers and wives and sisters…”. Likewise, previews of the impending lynching are also obscured by ellipses. “All that’re with me get up from there. The ones that ain’t…”, the ringleader, McLendon implores the men in the barber shop. The ellipse here hints at the fate of the men who do not participate in the lynching. These ellipses function as another way in which Faulkner extends his sentences. In this case, uncharacteristically for Faulkner, without using more words.

The different techniques Faulkner uses to achieve his long sentences show a sustained commitment to an artistic vision he expressed throughout his career. Far from limiting experimentation to a particular phase or type of writing, his punctuation speaks to a constant desire to capture the long sentence. To give every character their due as experiencing their past present and future simultaneously. While Faulkner was certainly aspiring to capture a universal human condition, when these long sentences appear is not as universal as it might first seem. As a reader, it would be impossible to keep track of which characters appear in which long sentences. It is possible to capture this computationally, doing so reveals a stark fact: the long sentence appears to be reserved for some people in Yoknapatawpha county. Nor is it that every past is part of the “sum of the past” only those pasts about race are interesting.

## Import Demographics

#demographic data goes here. Read in file then come up with a measure of class. % upper class men present.  
  
demographic <- read\_csv("processed\_data/dy\_database\_flattened\_2023\_6\_29.csv")

Rows: 35498 Columns: 41  
── Column specification ────────────────────────────────────────────────────────  
Delimiter: ","  
chr (32): SourceTextTitle, SourceTextCode, Location, LocationCode, Narrative...  
dbl (9): PageNumber, PageEventEnds, Nid, OrderWithinPage, Chronological Ord...  
  
ℹ Use `spec()` to retrieve the full column specification for this data.  
ℹ Specify the column types or set `show\_col\_types = FALSE` to quiet this message.

# create a demographic chart of all relevant variables.  
  
short\_demographic <- demographic %>%  
 select(  
 SourceTextTitle,  
 SourceTextCode,  
 PageNumber,  
 Nid,  
 PresentMentioned,  
 Race,  
 Gender,  
 Class,  
 Rank,  
 IndividualGroup  
 ) %>%  
 filter(PresentMentioned == "Present") %>%   
 filter(IndividualGroup=="Individual") %>%   
 filter(str\_detect(Gender,"Group",negate= TRUE))

#create tibble of each race in each event.  
  
race\_demographic <- short\_demographic %>%  
 group\_by(SourceTextCode, Nid) %>%  
 pivot\_wider(  
 id\_cols = c(SourceTextCode, PageNumber, Nid),  
 names\_from = Race,  
 values\_from = Gender,  
 values\_fn = list(Gender = length),  
 names\_prefix = "race\_"  
 )

#Percent white people per work  
  
race\_demographic\_summary <- race\_demographic %>%  
 group\_by(SourceTextCode) %>%  
 summarise(across(starts\_with("race\_"), ~ sum(.x, na.rm = TRUE))) %>%  
 group\_by(SourceTextCode) %>%  
 mutate(total = sum(c\_across(starts\_with("race\_")), na.rm = TRUE)) %>%  
 mutate(white\_percent = race\_White / total)

#Character count by class in each event  
  
class\_demographic <- short\_demographic %>%  
 group\_by(SourceTextCode, Nid) %>%  
 pivot\_wider(  
 id\_cols = c(SourceTextCode, PageNumber, Nid),  
 names\_from = Class,  
 values\_from = Gender,  
 values\_fn = list(Gender = length),  
 names\_prefix = "class\_"  
 ) %>%  
 rename\_with( ~ tolower(gsub(" ", "\_", .x, fixed = TRUE)))

#Percent upper class characters in a text  
class\_demographic\_summary <- class\_demographic %>%  
 group\_by(sourcetextcode) %>%  
 summarise(across(starts\_with("class\_"), ~ sum(.x, na.rm = TRUE))) %>%  
 group\_by(sourcetextcode) %>%  
 mutate(total = sum(c\_across(starts\_with("class\_")), na.rm = TRUE)) %>%  
 mutate(upper\_percent = class\_upper\_class/total)

#Each character in an event by gender  
  
gender\_demographic <- short\_demographic %>%  
 group\_by(SourceTextCode, Nid) %>%  
 pivot\_wider(  
 id\_cols = c(SourceTextCode, PageNumber, Nid),  
 names\_from = Gender,  
 values\_from = Class,  
 values\_fn = list(Class = length),  
 names\_prefix = "gender\_"  
 ) %>%  
 rename\_with( ~ tolower(gsub(" ", "\_", .x, fixed = TRUE)))

#Percent men per text  
  
gender\_demographic\_summary <- gender\_demographic %>%  
 group\_by(sourcetextcode) %>%  
 summarise(across(starts\_with("gender\_"), ~ sum(.x, na.rm = TRUE))) %>%  
 group\_by(sourcetextcode) %>%  
 mutate(total = sum(c\_across(starts\_with("gender\_")), na.rm = TRUE)) %>%  
 mutate(male\_percent = gender\_male / total)

#First trials at correlation. Did not yield interesting results  
  
#   
# correlations\_string\_length\_all <- demographics\_punctuation %>%  
# ungroup() %>%  
# summarise(across(where((is.numeric)), ~ cor(.x, string\_length, method =  
# "pearson")))  
#

# correlations\_string\_length\_novel <- demographics\_punctuation %>%  
# filter(type=="novel") %>%   
# ungroup() %>%  
# summarise(across(where((is.numeric)), ~ cor(.x, string\_length, method =  
# "pearson")))  
#No significant correlations

# correlations\_string\_length\_short\_story <- demographics\_punctuation %>%  
# filter(type=="short\_story") %>%   
# ungroup() %>%  
# summarise(across(where((is.numeric)), ~ cor(.x, string\_length, method =  
# "pearson")))  
#No significant correlations

raceclassgender\_demographic <- short\_demographic %>%  
 mutate(race\_class\_gender = paste(Race, Class, Gender, sep ="\_")) %>%  
 mutate(race\_class\_gender = tolower(str\_replace\_all(race\_class\_gender, " ", "\_"))) %>%  
 group\_by(SourceTextCode, Nid) %>%  
 pivot\_wider(  
 id\_cols = c(SourceTextCode, PageNumber, Nid),  
 names\_from = race\_class\_gender,  
 values\_from = Gender,  
 values\_fn = list(Gender = length),  
 names\_prefix = "all\_"  
 ) %>%  
 rename\_with( ~ tolower(gsub(" ", "\_", .x, fixed = TRUE))) %>%  
 ungroup()

#Breakdown of each text by race class and gender  
  
raceclassgender\_demographic\_summary <-  
 raceclassgender\_demographic %>%  
 group\_by(sourcetextcode) %>%  
 summarise(across(starts\_with("all\_"), ~ sum(.x, na.rm = TRUE))) %>%  
 group\_by(sourcetextcode) %>%  
 mutate(total = sum(c\_across(starts\_with("all\_")), na.rm = TRUE)) %>%  
 mutate(across(where(is.numeric), ~ . / total), .names = "{.col}\_percent")

racegender\_demographic <- short\_demographic %>%  
 mutate(racegender = paste(Race, Gender, sep ="\_")) %>%  
 mutate(racegender = tolower(str\_replace\_all(racegender, " ", "\_"))) %>%  
 group\_by(SourceTextCode, Nid) %>%  
 pivot\_wider(  
 id\_cols = c(SourceTextCode, PageNumber, Nid),  
 names\_from = racegender,  
 values\_from = Gender,  
 values\_fn = list(Gender = length),  
 names\_prefix = "all\_"  
 ) %>%  
 rename\_with( ~ tolower(gsub(" ", "\_", .x, fixed = TRUE))) %>%  
 ungroup()

#Breakdown of each text by race class and gender  
  
racegender\_demographic\_summary <-  
 racegender\_demographic %>%  
 group\_by(sourcetextcode) %>%  
 summarise(across(starts\_with("all\_"), ~ sum(.x, na.rm = TRUE))) %>%  
 group\_by(sourcetextcode) %>%  
 mutate(total = sum(c\_across(starts\_with("all\_")), na.rm = TRUE)) %>%  
 mutate(across(where(is.numeric), ~ . / total, .names = "{.col}\_percent")) %>%   
 select(contains("\_percent"))

Adding missing grouping variables: `sourcetextcode`

### Checking for normalcy

demographics\_punctuation %>%  
 ggplot(aes(x = white\_percent)) +  
 geom\_histogram(aes(y = ..density..),  
 colour = "black",  
 fill = "white") +  
 geom\_density(alpha = .2, fill = "#FF6666") +  
 ggtitle("Distribution of percentage of white characters")

Warning: The dot-dot notation (`..density..`) was deprecated in ggplot2 3.4.0.  
ℹ Please use `after\_stat(density)` instead.

`stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.
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demographics\_punctuation %>%  
 ggplot(aes(x = male\_percent)) +  
 geom\_histogram(aes(y = ..density..),  
 colour = "black",  
 fill = "white") +  
 geom\_density(alpha = .2, fill = "#FF6666") +  
 ggtitle("Distribution of Percent Male Characters")

`stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAABNVBMVEUAAAAAADoAAGYAOjoAOmYAOpAAZrYzFBQzMzM6AAA6ADo6AGY6OgA6OmY6OpA6ZmY6ZpA6ZrY6kLY6kNtNTU1NTW5NTY5NbqtNjshmAABmOgBmOjpmOmZmZjpmkJBmkNtmtttmtv9uTU1uTW5uTY5ubo5ubqtuq+SOTU2OTW6OTY6Obk2ObquOyP+QOgCQZgCQZjqQZmaQkDqQkGaQkLaQtpCQttuQ27aQ2/+rbk2rbm6rjk2ryKur5OSr5P+2ZgC2Zjq2kDq2kGa2tpC2ttu225C229u22/+2/9u2///Ijk3I///bkDrbkGbbtmbbtpDb25Db27bb29vb2//b/7bb/9vb///kq27k///r6+vv0ND/tmb/yI7/25D/27b/29v/4OD/5Kv//7b//8j//9v//+T///8IiIq7AAAACXBIWXMAAA7DAAAOwwHHb6hkAAASX0lEQVR4nO2djX8btRnHlbR150JHu6RAuo2R8lIYa8bYYCkDPMagS+uWjdGk1DFzUvf+/z9hku50kmzd+yP7/OT3fKDx+fTT89zztaTTWecTCYy1iXUHAItrAMzcAJi5ATBzA2DmBsDMDYCZGwAzt9qAx0Lb9Qfy9fzgyrHdM/3NUfZKvX++N1gWqyK+qMT+LsTg2HF5+bO6MS5HNLpuxN//escpEQ5m/o9Xhbj0duH+an/9s6aAhdhfPPzxdiVgVaRuzibSx2DJZSOzEY3E1qF+MR2KSsCyjLabTQFbf/2z+oD1QcwfD7OMLe4xVgi4rk1ynpnqiWiSbN/daOvVlOv40rAK8PmeuPnfJPn3bRnAhQWs8r+THv78YyG23pav5Wd+Z34wGIvt79IWPBmKyw9MEuUeU0Rt/nxbmJ3fvCq2fpfXb3aMZNnMlXE5Un/V/utaqDw9SJ5IJ4dGeN2tMXWXZNJPNKn5wVsa8BPZByunNhg95qTuMtF0eOVY7v/xdhae1WSes+0ki8H4W4gwy8+6rTFglZr0/7T3NPQuDcWVpxrwJdXTbR0GAU90L7iVZcXpffMdBYCnVqg8HU+yTXeHcCNKMum319THYPrKtwrw2DjVweTS7MBMO/xBbVy+nYXnaLTnfDvJYsj8LUT49KDV6EJujQGrdKv0TIc3VYoGZoBVKU3HYPGr4/nXchjNAdsxWBZ7W6VMv5JnUuNstE3sjlAXrepSjeH74SD3JDP5RHcmzg5To9NFb//rQLEeDaZDVVg2QB10GoyRavPGFlmZDOWx9mw1qWe7ncWQHZ4foc3Peq0D4EtvfZfvST/+KeAUa1pqAXB2wCP1sVeCPKl2hws4O8eSb07TEXSsalXCqRlRF3foGl3ARyMZxfneflbwh2/+NMw+fFaqiy4AdsLLNVnJbDuPQVexHKHJz3qtNWDdl4obD9xT5BRweqCKYQCwhjfxdiqzO5YBq3FtkrNOhVn55R25uzxYXef2kQaQnSengK1UF10AnFfmaRJnO49B+1sMxOZnvdZ6DJbd0e10uIwH2J6cdgCsAhql7U0OH6/95Z8/7gUB2zH48Y0HtjJfkzjbFYDz/KzX2p9FK/vPHyWNRcCDJMvWyOszF7voBcBmRxiwTaYBvBPesQxYnWjJQkqRFjZjsJVm7rIzs/M9d3jxNYmzvdhF+4HY/KzXms+DM1YTeS6VzL+WRMbOGbM+yZKfAHWSJTspPWcZJHkR9yTLA1x2kpXu3/pMTkSckV0NzHv6TGlhR+YuNQV4svXbbIyUWI7VbMbMA4w0LWvnwTuJC9jVJN52FkN2eH4gNj/rtdZXsrJZiTq8fJKbAn5tmHVNute6fHuQ2CLONMkDbHeEAZseMO89Jt5cRXhMtLtUpgBLcIO0zZuZVAYrl2ZmrmQN3O5gQeNs2xi0v6VATLH1WkPAWzfya9F6In9TjUq3xeCpOwZLWL/UJxePh+LGU5VxW2RqL3R4gPMdBYD1fnWZ2HSAT4YivYzg75gbd2li9SgxUjXqDlVfTfnMnCbmUmM/fzz0rkXryhY0dtvGkPpbiDDPz3oN3yYxNwBmbgDM3ACYuQEwcwNg5gbAzA2AmRsAMzcAZm51Af+UWf6itq1A0cug1qwAYOYKAGauAGDmCgBmrgBg5goAZq4AYOYKAGauAGDmCgBmrgBg5goAZq4AYOYKAN5shfAtUBcAb7TC5wbA7BQAzFwBwMwVAMxcAcDMFQDMXAHAzBUAzFwBwMwVAMxcAcDMFQDMXAHAzBXkgGH9MlGyVXeXZyv5WLZV9DKoDWvBK4m6raKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQQEwnaKXQW0C4Jf37wFwPxU0gE92AbinChLAZ+99BMA9VVAAfvn5l2kX/QtpZQ0dtnqjuPns5C7G4N4qCFrw2fvPALi3CgLAJ7vK7gJwLxWYJjFXADBzBa5kMVcAMHMFADNXADBzBQAzVwAwcwUAM1cAMHMFADNXADBzBQAzVwAwcwUAM1cAMHMFADNXADBzBQAzVwAwcwUAM1cAMHMFADNXADBzBQAzV+DJZ8wNTz5jrkAXzVwBwMwVAMxcAcDMFQDMXAHAzBUAzFwBwMwVAMxcAcDMFQDMXAHAzBUAzFwBwMwVAMxcAcDMFQDMXAHAzBUAzFwBwMwVAMxcAcDMFQDMXAHAzBUAzFxBAfh0d/f1RwDcTwXFY3XefZScvAnA/VQQddEKMgD3UUEEOG3BeLRd/4zk7sKzO7e+Mq9X8rFsq+hlUBvRgl98aAivJOq2CjIXwjNaHyV1F/oQxUYDOHlonoxFdpwxFHSAi7PWHXAFkZAPX1O40Q7w6RvPLl4LvkiA1dMpL9oYfLEAe0Z2nDEUAByoC4ADBsAA3NoHALdXAHCgLgAOGAADcGsfANxeAcCBugA4YAAMwK199ADw+d7WIQAzBpwkIyGuHAMwX8CqFQuxA8B8AaeIt48AmCngsRAD2VUvddRkxxlDAcCBukIF5wdC7KsXk6UmTHacMRQAHKgrUPB8b7lrBmAqH70AXNB8ARiAax9nDAUAB+paKjjOF+wNlvkC8OYDzltw0MiOM4YCgAN1BQsWG9lxxlAAcKCuxYKy+apLHMowBnMEXGFkxxlDAcCBuhoCvhhWksO11F0bcM0q0m46eLWD7IMcQ4EWHKgrVHA0SMbbR+MBAPMELBvw/GCACx2cAZ/v7QAwW8Dzg53J1qHqqAGYJeBkOhSDwHfBAEzhow+AS4zsOGMoADhQFwAHrA3gkp9ZKP7RhZJixfF0Byy7aFyqbAy4LoSaG63qDhxhoKCaIxVZ5XEWGgBX7VoZYHxduFrApR16s7oDRxgoOD8A4FUANgxnmV2dOXb1eWoaMvUYHLzEAcDlPpoAzsH6TEOAM8ikgPF9cETAXputCfj51ZmDGNOk7opIgDXbEqYlgGezvBkDcHdFDMCm4bYFnCOmADwWYn+MS5V0gAtPpZoAVoxpAI+u/Jh+YwjAJICdQbcjYDUWE31duI+vC2kAC+GB6wh4NhMA3F1BB1g1XlrAM4Iueqy6aPWdPwB3A5z2zcSAr7ptuOVJ1kSd0If4AnADwGbopQZcOCnGNKmuggJwwXkzBWCnmwbgVorugN0T5wiAc8LNAZvrlLhU2QFwycSICnDoslb9kyyFNv/S8OzO7q55ZAMA1wFcdj2SCLBpw12+D86mSep5DWfv4JkNVT6KZ0ZxAM+Wr1u2A3yqHoqFp65U+shHxXJwfQBsumg7T0qfunJxnnxWci2hQlP5jUJtwNUbSxema998ls6D7bKOl/fvmpfkjYVSsf4WLCrx0LXg5QvTbadJLz7I+QJwGeA6XxlRAp7RAD67c89ukOeSUrFmwCIIISbgGcWj7Ty+AFwMWBRAiAl4RgD4ZFcZzqIrfIia4IgBXy0JNY23ErBv5LmkVKwRsABgzoCFKIUQE7DXSQNwTUVDwIrv2gC7hAG4pqIZYFENISZghzAA11Q0AizqQABgCsU6AAtRCwIAUyjWAFjUhBATsLO+I3CEABywmoCFnBxZWx9gu74jcIQAHLDagJuDiwJ4BsDNFPUAe3wBmB1gUXfYBWAqxUoB1794BcBUilUCbnDxCoCpFCsELBrMjACYSrEywKLR1UkAplKsCnDDi1cATKVYEeCmVycBmEqxEsCi8dVJAKZSrAZwg7wDMK1iBYCd9gvAtXJJqYgPWDyfAXCzXFIqogOWzReAG+aSUhEZsO6eAbhhLikVcQGnwy93wBfDQncXitmSRQXcaCMUd8khlRh5Y6FUxGzB5uyZewsmzyWlIiLgfHYEwA1zSamIBtiZ/QJww1xSKmIBdq9uAHDDXFIqIgF2L14BcNNcUioiAX4OwB1ySamIAViIqwDcJZeUigiAxUKqAbhpLikV9IAFAHfNJaWCHLBYSjUAN80lpYIasFhONQA3zSWlghZw/nveANwll5QKUsAimGoAbppLSgUlYOdX6wC4Sy4pFXSAvR9sB+AuuaRUEAIuSjUAN80lpYLKxcKNvwDcIZekimaC0KO20x0LCfUMgGmy30rRELB3YDY3ovzObgAmyX4rBQngqht/AZgk+60UFIArf5YQgEmy30rRHXCNG38BmCT7rRQEgKsTCsAk2W+l6Aq41o2/AEyS/VaKjoDr3fjLEfDZu48uAOCad3YzBHy6+/oFAFz3xl9+gB/e+uIitOC6CeUHOO+imT3azl8b2wZWVMCNNkKHVHK0i8Z+DBaifoth3ILZAl5aOwnArACLRgkFYJLst1K0AyyaJRSASbLfStEKsGiYUI6AHWud/J4CzhdvADBTwI0TCsAk2W+laAzYWXwFwAwBCzdTAMwOcPHiWABmAdjPOwAzAywW8g7ArAAvro0FYF6Al5ZOAjArwMtrYwGYE+DA2lgAZgQ4tDYWgPkADq6NBWAugO3iOgDmCLhobSwA8wBcuDYWgFkALl78DMAMAPu/CwzAtQEX/RTC0q8kFBX7qURTD60XVKHPq8VZW/yhhsKE1izWHXAjR5EBuwV8wN6ewmI/FWpKypUADnotXxtbO+9dN+LUDcBVa2MBeLMBZ9/tAzBTwMKkA4BZAhZ5OgC4jZVgrLdRXFuruBYcuUsnV5z3lTmqzhbfFlz4u6IcAXdvwZsGuORnJwGYAWAh/HQAMCvA+tqGlw4A5gRYd88AzBWwubbhpQOAuQC2t4V66QBgJoBFQToAmAVgb+rrpQOANx+wWJj6ehsAvPGARen6BwDebMCi6vfaAZgYcJWRAhbVv9cOwESAc4KFgaVJDj3Uph1gRXcWIAfA1IBTa5RqS7ol4MwjAEcG7KBtCtjD3AywdQrAMQFn/XHd9bxBwKnGxVwB2P9IAXBMwMZjd8CZlS+NFkvdBQBvGGBTLnz+HZIC8EYCrm8ADMAADMBxNwAYgFtsAHBVcAAMwDQbPQT84oPdN54BMNFG/wC/vH8vOXkTgIk2+gf4xe8fOU/lAOCOG/0DfPb+s+TFh18lxY+2q/zWF7YqK6RYAvj0DQO4qAXXs/X/CMuFVDRpwQC8gYpqwNVj8OqjXp+LjVNUA355/27FWfTqo16fi41TVAOungevPur1udg4RQ3AnvUj6vW52DgFADNXADBzBQAzVwAwcwUAM1cAMHMFADNXNAVsLPi1ErGtwAeTw6jhA4CZ+wBg5j4AmLmPpoBhG2YAzNwAmLkBMHMDYOZWF7Bd3nF2Z3f3XpRY3CUkatl9VBcv7+/e+qqidFcfMlWvP6oo3dbMcjlv3U3AagK2tzmohZZn78RIjXcrxUmUD5Hj4uE9vTA4pg+VqpMoPpLkNPvo+PefBKwmYLvE8lTV9jBG9t1lnGfvfRTXhXoVx6wPvfA4jp+Ht75IM+WvfQ1YTcD+Imn7itIcHy8//zJKF21dnL3/t0hdtPURswUbqj6YgNUE7N3moBbURjDHx8ndOGOwdXF2555OTkwfleNjF8sA+/efBKxFC37xQRS+XvN6Fgew5yJ6R6ROVU5jnWURt2Cnq1ef/ShmfZzsKovwMXLG4D/EAuycrlS1ri52RjsG29scovH1b6WI04IdFw9jddFOqlbQgv37TwLWbB4sa01bV8RJahp51HmwciFfRcq99XG6G2uunQLOjoNiHgzbVANg5gbAzA2AmRsAMzcAZm4XBvD02mG3Cn5+QBPIig2AV6RflwHwivTrMo6Ap9c+HQqxM5X/7Mst+UfsaEDzAyG2j5xyfxbiynFi3p++8on8ozYGiX1TV7avatlZ2xF1MJaAh5LaWKEbbx+d70nI8q8EPD8YyJeKqCmncA4S8/50OEj0htLYN9N60IL7Y9Phvvnn2uH/FE/5V/43Ua1XA3fL2ffNtt65+CYA98c0C/vPRHbRWwrQOP1dxx2vnGRo3k9LZ3249yYA98o8wOd7W4cZIKd3tuUU4Ox9H7D7JgD3yjzAEwVqoluw/Ncvp3vfV47M+1aXaIn3JgD3x3zAqgEPNeD5gYTtULYnWen7WmLOurw3dU+wX+azt8YecDKSI/Bf5clSNk1yWrGeJg2SxLyfNlJ3mmTeTOsZrOVoOhpHwHVtU3vdRgbAzO0CAtaXttTU6VMAhm28ATBzA2DmBsDMDYCZGwAzNwBmbv8HlE+VQLrZXb4AAAAASUVORK5CYII=)

demographic\_summary\_total <- demographics\_punctuation %>%   
 ungroup() %>%   
 summarize\_all(mean) %>%   
 select(white\_percent:male\_percent)

Warning: There were 3 warnings in `summarise()`.  
The first warning was:  
ℹ In argument: `title = (function (x, ...) ...`.  
Caused by warning in `mean.default()`:  
! argument is not numeric or logical: returning NA  
ℹ Run `dplyr::last\_dplyr\_warnings()` to see the 2 remaining warnings.

demographic\_summary\_rcg\_total <- raceclassgender\_demographic\_summary %>%   
 ungroup() %>%   
 summarize\_all(mean)

Warning: There were 2 warnings in `summarise()`.  
The first warning was:  
ℹ In argument: `sourcetextcode = (function (x, ...) ...`.  
Caused by warning in `mean.default()`:  
! argument is not numeric or logical: returning NA  
ℹ Run `dplyr::last\_dplyr\_warnings()` to see the 1 remaining warning.

#Each punctuation mark joined by race, class, and gender.  
  
demographics\_punctuation\_raceclassgender <- summary\_punctuation %>%  
 inner\_join(raceclassgender\_demographic\_summary,  
 join\_by(code == sourcetextcode))

# key\_demographics <- demographics\_punctuation\_raceclassgender %>%   
# filter(type=="novel") %>%   
# select(string\_length, any\_of(correlations\_string\_length\_rcg$types))

#Create a matrix with all the relevant correlation values that will be tested against string\_length  
  
correlation\_matrix\_all <- demographics\_punctuation\_raceclassgender %>%   
 ungroup() %>%   
 select\_if(is.numeric) %>%   
 select(starts\_with("all\_"))  
  
# Test correlation of string\_length with all other variables. The map function iterates over all names in the matrix and runs a pearson correlation test against string\_length. The resulting object is unnested and converted to a table. Only values with a p-value less than .05 were kept.  
  
correlation\_results\_all <- map(names(correlation\_matrix\_all), ~ {  
 test\_result <-  
 cor.test(  
 demographics\_punctuation\_raceclassgender$string\_length,  
 correlation\_matrix\_all[[.x]],  
 method = "pearson"  
 )  
 tibble(  
 column = .x,  
 cor\_coefficient = round(test\_result$estimate, 3),  
 p\_value = round(test\_result$p.value, 3)  
 )  
}) %>% bind\_rows() %>%  
 unnest\_wider(cor\_coefficient) %>%  
 filter(p\_value < .05) %>%  
 filter(cor > .2 | cor < -.2)

Warning in cor(x, y): the standard deviation is zero

#additional testing was run on novels and short\_stories. Neither produced any interesting results. As the data is reduced, the statistical significance goes down.  
  
correlation\_matrix\_novel <- demographics\_punctuation\_raceclassgender %>%   
 ungroup() %>%   
 filter(type=="novel") %>%   
 select\_if(is.numeric)   
  
# Test correlation of string\_length with all other variables  
correlation\_results\_novel <- map(names(correlation\_matrix\_novel), ~{  
 test\_result <- cor.test(correlation\_matrix\_novel$string\_length, correlation\_matrix\_novel[[.x]])  
 tibble(  
 column = .x,  
 cor\_coefficient = round(test\_result$estimate, 3),  
 p\_value = round(test\_result$p.value, 3)  
 )  
}) %>% bind\_rows() %>%  
 unnest\_wider(cor\_coefficient) %>%   
 filter(p\_value<.1) %>%   
 filter(cor > .2 | cor < -.2) %>%   
 filter(str\_detect(column, "all\_"))

Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero

correlation\_matrix\_short\_story <- demographics\_punctuation\_raceclassgender %>%   
 ungroup() %>%   
 filter(type=="short\_story") %>%   
 select\_if(is.numeric)   
  
# Test correlation of string\_length with all other variables  
correlation\_results\_short\_story <- map(names(correlation\_matrix\_short\_story)[-1], ~{  
 test\_result <- cor.test(correlation\_matrix\_short\_story$string\_length, correlation\_matrix\_short\_story[[.x]])  
 tibble(  
 column = .x,  
 cor\_coefficient = test\_result$estimate,   
 p\_value = round(test\_result$p.value, 3)  
 )  
}) %>% bind\_rows() %>%  
 unnest\_wider(cor\_coefficient) %>%   
 filter(p\_value<.1) %>%   
 filter(cor > .2 | cor < -.2) %>%   
 filter(str\_detect(column, "all\_"))

Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero  
  
Warning in cor(x, y): the standard deviation is zero

demographics\_punctuation\_racegender <- summary\_punctuation %>%  
 inner\_join(racegender\_demographic\_summary,  
 join\_by(code == sourcetextcode))

#Create a matrix with all the relevant correlation values that will be tested against string\_length  
  
correlation\_matrix\_racegender\_all <- demographics\_punctuation\_racegender %>%   
 ungroup() %>%   
 select\_if(is.numeric) %>%   
 select(starts\_with("all\_"))  
  
# Test correlation of string\_length with all other variables. The map function iterates over all names in the matrix and runs a pearson correlation test against string\_length. The resulting object is unnested and converted to a table. Only values with a p-value less than .05 were kept.  
  
correlation\_results\_racegender\_all <- map(names(correlation\_matrix\_racegender\_all), ~ {  
 test\_result <-  
 cor.test(  
 demographics\_punctuation\_racegender$string\_length,  
 correlation\_matrix\_racegender\_all[[.x]],  
 method = "pearson"  
 )  
 tibble(  
 column = .x,  
 cor\_coefficient = round(test\_result$estimate, 3),  
 p\_value = round(test\_result$p.value, 3)  
 )  
}) %>% bind\_rows() %>%  
 unnest\_wider(cor\_coefficient) %>%  
 filter(p\_value < .05) %>%  
 filter(cor > .2 | cor < -.2)

## Characters and the long Sentence

When Faulkner is asked about his use of long sentences at the Virginia Colleges Conference in 1957, he claims that there is no such thing as “was” because the past is pat of “every man, every woman, at every moment”. This aesthetic that attempts to get “his [a character in a story] past and possibly his future into the instant in which he does something” ( Faulkner at Virginia). On the surface, this has a universalist appeal: men, women, and everyone is the “sum” of their past. Yet, if this were truly universal long-sentences would be equally distributed among different types of characters in the corpus.

Understand how the long sentence may or may not apply to certain characters requires knowing what type of characters are in what specific texts. Fortunately, the *Digital Yoknapatawpha* project has at least some of this data available. Created with the mission to encode every character, location, and event in Faulkner’s Yoknapatawpha fiction, *DY* represents a rich database of every character in every event in every text that takes place in Yoknapatawpha. The database has been built by over a decade of peer-reviewed data entry by a team of over 30 Faulkner experts, with each of the thousands of records adhering to strict editorial principles. All data entry for the database was manually performed, which leaves room for human error and a variance in interpretations, but the continuous cycles of peer-review have kept variances to a minimum. The database focuses exclusively on the 14 novels and 54 short stories that takes place in Yoknapatawpha, and excludes roughly 30%% of the Faulkner’s writing in novels and short stories. This caveat aside, the database still represents the majority of Faulkner’s writing. In *DY* each event is any time a character or group of characters is present or mentioned at a specific location for a limited duration of time. Each character, in turn, is identified by different characteristics, race, class, gender, rank and other important attributes. By calculating what types of characters occur in each event, it is possible to build a demographic frequency model on how often characters occur in the corpus.

Based on the demographic frequency model, the world of Yoknapatawpha is heavily skewed towards Whites (1%) and men 1. The distributions are also heavily left-skewed, meaning that the overwhelming majority of stories feature Whites and men, and in only very few stories do they not represent the majority of characters. Given that Faulkner was himself a White male, this is not entirely surprising. These measures give a rough indication as to the composition of demographics within the corpus. Race, class, and gender can also be linked to one another to get a better sense of the finer distinctions between characters. For example, upper class White males constitute around 24% of the characters who appear, whereas for enslaved black women this number is a paltry . Clearly, there is a stark disparity in terms of who gets represented.

These demographic distributions per work can be matched to the punctuation distributions. By combining these data models, it is possible to see if there is a correlation between sentence length and the types of characters that occur. To do this, a Pearson correlation was run between a race, class, gender composite of all the characters. There was a weak positive correlation between sentence length and four types of characters: MixedBlackWhite Enslaved Female, MixedBlackWhite Upper Class Male, MixedBlackWhite indeterminable Male, and MixedBlackWhite Upper Class Female. To a certain extent, sentence length goes up when there are proportionally more characters who do not fall neatly into the South’s strict racial categories.

Looking at the racial composition of one text is still a crude measure, since it does not locate those characters within a sentence. It could be that there are long sentences in a text, but that the character involved in the action is not one of the kind described above.

## Correlation

Correlation data is a bit confounding. This has largely to do with how you select the sample. For example, we can do a very imprecise correlation and track how often specific types of characters appear in a novel and then see if that has anything to do with the average sentence length. It certainly does and those novels in which mixed race characters appear *Absalom, Absalom* and *Intruder in the Dust* tend to have higher than usual words per sentence. This is interestingly not the case for one of Faulkner’s most famous mixed race characters: Joe Christmas in *Light in August*. This is a very crude tool, though. Just because certain types of characters appear in novels that tend to have longer sentences, does not mean that they necessarily appear in those sentences. It could be that they appear often, but they only appear in short, relatively unreflective sentences. To understand what characters appear in what sentences, we can use the Digital Yoknapatawpha database. This database can be used to understand what characters appear in what events. Each event, in turn, has been recorded by page number, order within page, and the first words in the text of the event. The last bit of data can be used to reconstruct the textual boundaries of an event. That is, not every event is one sentence, some are multiple pages, and, conversely some events are only a few words. From this data we can gather which sentences fall within a particular event and, in the case of a long sentence, what events fall within a sentence. This can then be used to establish which characters and types of characters appear in which sentences. Since there are roughly 90 thousand sentences ranging from sentences 1 word long to 6,000 words long there is a really broad range in which characters appear. We would want to know the relationship between the type of character who appears and the sentence length. To establish this we can look at the Pearson correlation between each character type and string length. Since this is a very large sample size, the p-value, the odds that the correlation is random, tends to be quite low. In simpler terms, a low p value states that the correlation is significant. The magnitude of the correlation is a number between -1 and 1. Since there is no such thing as negative sentence length, there is no possibility of an inverse correlation. All values have a positive correlation with sentence length. The magnitudes tend to vary. Generally, with a pearson correlation any value above .5 shows a moderate degree of correlation, while that above .7 shows a strong correlation. Based on this data, the results are somewhat unsurprising: upper class white males tend to be a predictor of sentence length. When they appear sentence length tends to go up. This is true whether they are present in the event or merely mentioned. Given upper class white males tend to be the protagonists of these novels. This is not all that shocking. It makes sense that the longest sentences appear when the main character is part of the action. What is quite telling are the correlations just below upper class white males. Here we see higher correlations for upper class white females and lower class white males who are mentioned. That is, when these characters are spoken about the sentences have a tendency to get longer as opposed to when these characters are present. This effect is quite revealing of the texts. Women and lower class males are meant to be spoken about by upppler class men. They are the relational objects that constitute the protagonist subject. Since we have the correlations for each event we also have the events specific characters appear in. Thus, we can run a correlation on which characters tend to appear in longer sentences. Here again, the top ranking is unsurprising: Quentin Compson. When Quentin appears the sentences get longer. The same is true to a lesser extent when Caddy Compson is present. Importantly, only when Jason Compson is mentioned does sentence length go up. A similar dynamic is at play, albeit very weakly, between Judith, Charles Bon, and Henry Sutpen. Judith has a stronger correlation to sentence length than both men, but only when she is Mentioned.

Finally, a different way to think about correlation is by work. One of the things that doing a correlation across the corpus masks is that not every type of character is present in every type of text. Mixed ancestry characters only appear in 13 of the 68 texts. Of these texts, only four characters would be considered major characters. So do do a correlation across an entire corpus hides these characters in the mass of data. Instead, each text has its own correlation environment. Thus, each character should be correlated with sentence length by text to get a more representative picture. Doing this shifts correlations from being very uncommon to being very ubiquitous. In part this is because major characters tend to correlate with longer sentences. Thus the correlation is a proxy for character centrality. That said, there is an interesting phenomenon in this data. Some characters have a higher correlation rate when they are mentioned versus when they are present. Generally speaking, when an event mentions, a middle class white male, a poor white male, or a lower class white female sentence length goes up more often than when they are present. This again, speaks to the power of upper class white men, who have a positive correlation with sentence length in over half the texts, to speak about others. There is no definite way to know who is doing the actual mentioning, but a correlation between characters present and mentioned reveals that: This makes intuitive sense because throughout the Town and The Mansion Gavin Stevens and Ratliff talk about Flem Snopes. This is actually born out by looking at the correlations by name, where Flem Snopes, even though he is putatively the main character in three novels has a more numerous correlation to sentences where is is mentioned versus those where he is present.

### Notes

Consider the long sentence and the flow of history. Who gets to be part of that history? How do we suture folks back into their histories. Who is embedded in these long sentences? Is it Quentin? Is it Stevens?

I can correlate sentence length to character demographics per text weighted frequency of character demographics. That is to say, does the sentence length increase when there are more upper class white characters?

I have a pretty decently cleaned up version of the numbers. Should go through the sentences again to see if there’s any major regex errors.

There do not appear to be any strong correlations between sentence length and the racial composition of the character. This effect might appear stronger when combined.

No correlations with race class gender either

“Afternoon of a cow” was published in 1947 nearly 40 years after Faulkner wrote it. Some of the texts are not always published when written.

Compson appendix, name for a city,