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Abstract

The rise of virtual kitchens, or ghost kitchens,
in the food delivery service industry has gen-
erated concerns about food quality and trans-
parency in the virtual dining market. In this
study, we develop a classification tool to dis-
tinguish between ghost kitchens and traditional
restaurants using natural language processing
(NLP) techniques. Leveraging word and sen-
tence embeddings, we compare a Logistic Re-
gression classifier to analyze linguistic pat-
terns in menu item descriptions from online
food delivery platforms. We evaluate the clas-
sifiers’ performance using cosine similarity
scores while providing insights into the preva-
lence and characteristics of ghost kitchens. Our
findings demonstrate the effectiveness of NLP
in identifying ghost kitchens, enabling food de-
livery platforms to enhance transparency and
empower consumers to make informed choices,
ultimately supporting local restaurants and en-
suring a higher standard of food quality in the
virtual dining industry.

1 Introduction

Following the COVID-19 pandemic, the food ser-
vice industry has experienced a paradigm shift with
the emergence of virtual kitchens (also referred to
as ghost kitchens). These kitchens have become
increasingly popular due to their low operational
costs as well as their ability to adapt to changing
market demands. Ghost kitchens, especially large
establishments with many restaurants operating out
of the same location, have begun to overpower the
virtual dining industry, driving out local businesses.
We will deploy NLP methods to build a classifi-
cation tool that can identify whether a restaurant
is a virtual/ghost kitchen or a real kitchen based
on computational linguistic patterns. A prevalent
way to compare similarities between two docu-
ments based on word embeddings (in this case,
menu item descriptions of ghost kitchens versus
real kitchens) is to apply the cosine similarity mea-

sure to the values obtained from the embedding
vectors (Brück, Pouly 2019). Traditionally, docu-
ment similarity estimation relied on deep seman-
tic approaches or standard information retrieval
techniques. However, in recent years, word and
sentence embeddings have emerged as the state-of-
the-art method (Brokos et al., 2016). We utilize
OpenAI’s API to access and interact with the text-
embedding-ada-002 model. This will allow us to
fine-tune the model, submit queries, and receive
embeddings. In our contribution, we compare dif-
ferent approaches, including a Logistic Regression
classifier using similarity features based on word
embeddings. Additionally, we compare the per-
formance of this method and further our analysis
by evaluating the cosine similarity of menu item
descriptions across restaurants.

2 Problem Statement

With the increasing popularity of food delivery
apps such as Uber Eats, ghost kitchens have estab-
lished a significant presence in the virtual dining
industry. These off-premise consumption "restau-
rants" often operate multiple stores out of a single
warehouse, serving generic items across various
cuisines and potentially compromising food qual-
ity due to health code loopholes. As these ghost
kitchens compete with local restaurants that invest
in delivery apps, consumers and delivery platforms
are becoming increasingly concerned about the
transparency and quality of the food they consume
or offer. Therefore, there is an urgent need for a
system that can accurately identify and differentiate
between ghost kitchens and traditional restaurants
using computational language patterns found in
their online presence, such as menu descriptions
and restaurant profiles. This system will enable de-
livery apps to declutter their platforms by removing
ghost kitchens and empower consumers to make in-
formed choices about their orders. Ultimately, we
hope to support reputable local restaurants and en-



sure a higher standard of food quality in the virtual
dining industry.

3 Related Works

The emergence of ghost kitchens has gained sig-
nificant attention due to their impact on the food
delivery industry. However, much of the research
on virtual kitchens focuses on their business model
and industry impact. While the classification of
ghost kitchens using natural language processing
techniques has not been vastly explored, this sec-
tion reviews some of the relevant literature that
informed our approach to the problem.

One of the foundational works in the area of
text similarity estimation using word embeddings
is by Mikolov et al. (2013)(1), who introduced
word2vec, a set of models for learning vector rep-
resentations of words. Additionally, Pennington
et al. (2014)(11) introduced GloVe, a global vec-
tors model for word representation that combined
the advantages of both count-based methods and
prediction-based methods like word2vec. Their ap-
proach demonstrated state-of-the-art performance
on various word analogy and similarity tasks. Their
work paved the way for numerous embedding mod-
els available today, including ext-embedding-ada-
002. Embeddings provide a facile way for us to
quantify the similarity between bodies of text.

Logistic regression has proved very effective in
binary classification of texts, as with this paper in
2022 which used the methodology of POS tagging
probability to determine whether short bodies of
text belonged to works of fiction or nonfiction (3).
The success of logistic regression models can be
attributed to their ability to capture local and long-
range dependencies within a text, making them
particularly suitable for tasks such as identifying
linguistic patterns associated with ghost kitchens
and traditional restaurants.

In the context of the food delivery industry, a
study by Cai et al. (2022) (4) examined the role
of ghost kitchens in the digital transformation of
the restaurant industry. Their work highlighted the
need for tools that can help consumers differentiate
between ghost kitchens and traditional restaurants,
as these two types of establishments often have
different business models, service quality, and food
standards. Such tools pave the way for increased
trust and clarity between consumers and virtual
restaurants.

In summary, our approach to classifying ghost

kitchens and traditional restaurants is informed by
the existing literature on word embeddings, logistic
regression, and their applications to text classifica-
tion and similarity estimation. By leveraging these
NLP techniques, we aim to develop a robust clas-
sification tool that can accurately identify ghost
kitchens and support the delivery platforms and
consumers in making informed choices.

4 Data

4.1 Data Collection

In the process of data collection, we employed web-
scraping techniques to extract relevant information
from the widely-used food delivery platform, Uber
Eats. To ensure a diverse and representative sample
of ghost kitchens and traditional restaurants, we
targeted seven major metropolitan areas across the
United States: Los Angeles, Austin, Seattle, San
Jose, Orlando, New York City, and Chicago.

For each city, the first part of our custom-built
web-scraping program scrapes over 200 of the
listed restaurants’ unique URLS for the given loca-
tion. Thereafter our program then iterates through
each URL and scrapes essential data such as the
establishment’s name, geographical location, and a
comprehensive list of menu items along with their
respective descriptions.

After obtaining data from more than 1,000
restaurants, we employed a data-cleaning process
to eliminate unwanted or redundant information,
such as repetitive terms and item prices. This step
was accomplished with the aid of carefully crafted
regular expressions (regex) tailored to our specific
requirements.

For a more detailed examination of our data col-
lection methodology, the corresponding repository
containing the code and documentation can be ac-
cessed here.

4.2 Limitations

One significant limitation of our study is that we
had to restrict our data to Uber Eats, as we en-
countered web scraper blockers on other popular
services such as GrubHub and Doordash. This re-
striction may have resulted in a less comprehensive
dataset, potentially affecting the generalizability of
our findings to other food delivery services.

Furthermore, we encountered numerous web
scraping deterrents on Uber Eats, such as dynam-
ically changing CSS class names and frequent
popups, which made data collection challenging.

https://github.com/joshle298/nlp-research


While we took measures to overcome these obsta-
cles, it is possible that some data was missed or
inaccurately collected.

Another limitation is the difficulty of formatting
and cleaning the data once it was scraped. Addition-
ally, the need to merge data collected by multiple
team members and remove duplicates added an
additional layer of complexity.

These limitations may have impacted the quality
and reliability of our data and subsequent analysis.
However, we believe that our findings still provide
valuable insights into the food delivery industry,
and we suggest that future studies consider these
limitations when conducting similar research.

Another limitation of our study was the difficulty
in identifying ghost kitchens on Uber Eats. Uber
Eats has publicly stated that they are taking mea-
sures to remove ghost kitchens from their platform,
which may result in algorithmic down-ranking of
these establishments. Additionally, ghost kitchens
are often newer establishments which may not have
a significant online presence. As a result, it was
challenging for us to find ghost kitchens on Uber
Eats. This limited our ability to collect data on
them, despite our efforts to scrape additional sites.
Consequently, some ghost kitchens may have been
missed, which could have affected the comprehen-
siveness of our dataset.

Additionally, we experienced challenges
when balancing the trade-off between an over-
representation of ghost kitchens versus producing
a meaningful classification model. Our initial
concern was having too many real kitchens and
creating a system that yielded too many false
negatives. To combat this, we aimed for a 45/65
split between ghost kitchens and real kitchens.
However, while we made extra efforts to scrape for
ghost kitchens, we are unaware of the underlying
distribution between the two in the real world.

A technical limitation of our study is that the
results, particularly those of the logistic regression
model, maybe less explainable due to the limited
transparency of the word embedding model we
used, OpenAI’s text-embedding-ada-002 word em-
bedding. The model incorporates a variety of com-
plex linguistic features and abstractions, and many
details of its training data and methodology are un-
available to us. As a result, it may be challenging
to fully interpret and explain the underlying fac-
tors driving the word embeddings generated and,
thus, the logistic regression model, which uses the

embeddings as feature vectors.
Despite these limitations, our study provides

valuable insights into the prevalence and character-
istics of ghost kitchens on Uber Eats. We suggest
that future studies take into account these limita-
tions when examining the topic.

4.3 Processing

To process our data, we performed the following
steps:

1. Remove all listings of the top 50 fast-food
restaurants in the United States except for
one instance, sourced from a Kaggle dataset.
Our motivation for this was to ensure that
our cosine similarity evaluation would not be
skewed by multiple restaurant listings with
identical menus.

2. Drop all duplicates of restaurant listings that
may have occurred in the scraping process

3. Remove all stopwords from the menu item
descriptions

4. Utilize OpenAI’s API to obtain embeddings
for the menu items in each restaurant. The
model we use is OpenAI’s newest embedding
model, text-embedding-ada-002. We also use
OpenAI’s tiktoken, a byte pair encoding tok-
enizer.

5 Methodology

5.1 Initial Evaluation

We randomly selected 236 samples from both ghost
kitchens and real kitchens, then computed the co-
sine similarity matrix for both the ghost kitchen
samples and the real kitchen samples. Cosine sim-
ilarity allows for comparison of text passages of
different sizes by representing each word in a vec-
tor format. The text documents are then plotted
as vectors in an n-dimensional space. The mathe-
matical formula for cosine similarity measures the
cosine of the angle between two n-dimensional vec-
tors projected in a multi-dimensional space. The
score ranges from 0 to 1, with a score of 1 indicat-
ing that the two vectors have the same orientation,
and therefore are identical. Conversely, a score
closer to 0 suggests that the two documents have
little similarity:

https://www.kaggle.com/datasets/iamsouravbanerjee/top-50-fastfood-chains-in-usa
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OpenAI embeddings are normalized to length
1, which means cosine similarity and Euclidean
distance will result in identical rankings. We calcu-
lated the similarity for both matrices by summing
the similarity of the upper triangular matrix (exclud-
ing the diagonal) and dividing by the total number
of unique pairs of samples.

In addition, we utilized two measures of central
tendency, mean and median. Since the mean is
sensitive to extreme values and outliers, we also
calculated the median as it is a more robust measure
when dealing with non-normally distributed data.

5.2 Same-Location Evaluation

Our initial evaluation plan consisted of marking all
locations with 15+ restaurants as ghost kitchens.
However, a significant limitation to this would
be a false positive of ghost kitchens at locations
where multiple real kitchens operate, such as malls
and food halls. To evaluate if we can distinguish
between real and ghost kitchens when there is a
cluster of restaurants at the same location, we per-
formed the process outlined in the initial evaluation
on two locations in our dataset, one containing
a cluster of real kitchens and the other all ghost
kitchens. Both of these locations contained 15
restaurants to ensure equal representation. While
using a case study of only two locations does not
entirely represent our data as a whole, it can help
us determine underlying text patterns of real and
ghost kitchens at the same location.

5.3 Classification

We trained our classification model on 20 percent
of the data, with kitchen type as the target variable.
The remaining 80 percent was used for training
and developing the classification model. We chose
logistic regression for our first model because it
provides a robust framework for binary classifi-
cation tasks by modeling the probability of class
membership. Then, we calculated the accuracy of
the model as well as the precision and recall for
both classes.

6 Results

6.1 Cosine Similarity Measures

1. Initial Evaluation
Our initial evaluation yielded an average of
0.80243 for cosine similarity between ghost
kitchens and a median of 0.800896. This
indicates a relatively high degree of similarity
between the vectors. In addition, the cosine
similarity between ghost kitchens and normal
kitchens yielded an average of 0.77992, with
a median of 0.79460. Although there was a
difference, the central tendencies are almost
the same. This indicates that even though
ghost kitchens overall are more similar to
each other compared to normal kitchens,
the difference is minute. cosine similarity
evaluates the similarity between two vectors
of numerical values that represent the text
being compared. It takes into account the
frequency of words in the text and their
relative importance, but it does not directly
evaluate the sentence structure or syntax of
the text.

To visualize the cosine similarity scores in a
2-dimensional space, we use the t-distributed
Stochastic Neighbor Embedding (t-SNE) to
transform the data into two dimensions.t-SNE
is beneficial for visualizing cosine similarity
because it can effectively capture non-linear
structures, handle high-dimensional data, re-
veal clusters, and provide a robust visualiza-
tion despite the noise. The t-SNE model
has previously been used to display high-
dimensional embeddings of words in a 2-
dimensional space (Lee & Mimno, 2014).

Figure 1: t-SNE Scatter Plot



The yellow data points indicate ghost kitchens
and the purple datapoints indicate real
kitchens. Looking at the plot, there are some
distinct clusters of data, but the two groups
are quite close to each other. There is also
a cluster of real kitchens that are located
relatively further away from each other. If
data points are located far away from each
other in a t-SNE plot, it typically means that
they are a large distance away in the original
high-dimensional space. This cluster of real
kitchens could be contributing to the high co-
sine similarity between our real kitchens and
ghost kitchens. This could have been caused
by the structure of our data. However, given
the fact that the t-SNE algorithm is built with
stochastic gradient descent, it is difficult to
interpret the underlying mechanisms that are
resulting in this cluster.

Average Median
Ghost to Ghost 0.80243 0.80096
Normal to Ghost 0.79544 0.79460

Table 1: Initial Evaluation

2. Same-Location Evaluation
We evaluated the cosine similarity scores of
two clusters of restaurants at the same lo-
cation, one belonging to the class of ghost
kitchens and the other normal. Our results
in this evaluation yielded a larger difference,
with the average of the in-group ghost kitchen
average cosine similarity being 0.81265 and
the median being 0.81637. In comparison,
the two locations of the normal kitchen and
ghost kitchen yielded an average of 0.77992
and a median of 0.78870. This shows that
there is a slightly larger similarity between
ghost kitchens located in the same establish-
ment in comparison to all the ghost kitchens in
our data. In addition, normal kitchens located
at the same location, such as a mall or food
hall, are less similar to ghost kitchens than
in the entire dataset. This difference could
be explained by the fact that food halls and
malls offer a large variety of cuisines, mean-
ing the menu items would not be as similar to
each other. However, in a larger dataset, more
restaurants belonging to the same cuisine ex-
ist, resulting in more similarities. In addition,
ghost kitchens located at the same location

are often found to serve identical menu items
across different cuisines, which could explain
why they are more similar.

Average Median
Ghost to Ghost 0.81265 0.81637
Normal to Ghost 0.77992 0.78870

Table 2: Same-Location Evaluation

One observation is that our central tendencies were
quite similar to each other across the board, mean-
ing that our calculations were relatively robust to
outliers.

6.2 Classification System
Our classification system using logistic regression
performed well, achieving an accuracy of 0.9404.
The precision and recall were 1.00 and 0.8364,
respectively.

One possible explanation for why the logistic
regression could classify ghost kitchens better than
other methods such as cosine similarity could be
the way the words in the embeddings are dis-
tributed. Word embeddings represent words as
dense vectors in a high-dimensional space, where
similar words are closer together. However, the re-
lationship between words in the embedding space
is not necessarily linear, which means that cosine
similarity may not capture all the nuances of the
relationship. Logistic regression, on the other hand,
can learn non-linear decision boundaries that can
better separate the categories.

Another possible explanation for our success
when using logistic regression is that word em-
beddings are learned from large amounts of text
data, which means that they may contain noise and
spurious associations. Because cosine similarity
measures the similarity between two vectors based
on the angle between them, it is sensitive to the
presence of noise in the vector space. In contrast,
logistic regression is robust to noise in the input
data due to assigning less weight to noisy data
points in training.

Based on the evaluation metrics, our classifica-
tion system appears to be more conservative when
predicting ghost kitchens. Each time it classifies a
restaurant as a ghost kitchen, it is correct. However,
in actual cases where restaurants are ghost kitchens,
it tends to misclassify them as regular restaurants.
The most probable reason for this is because of
the uneven balance between ghost kitchens and



Metric Value
Accuracy 0.9404
Precision for ghost kitchen (g) 1.0000
Recall for ghost kitchen (g) 0.8364
Precision for regular kitchen (r) 0.9143
Recall for regular kitchen (r) 1.0000

Table 3: Performance Metric of Logistic Regression
Classification

regular restaurants in the dataset, and thus an un-
even balance in the training dataset. In our overall
dataset, approximately 31.34% of data points were
ghost kitchens, so the logistic regression model
likely learned more from the majority class (regu-
lar restaurants in this case) and thus had a difficult
time generalizing to ghost kitchens.

7 Conclusion

Our study aimed to develop a classification system
capable of differentiating ghost kitchens from tradi-
tional restaurants using natural language processing
techniques. By employing logistic regression and
cosine similarity upon restaurant listing and menu
text embeddings, our system was able to classify
each type of listing with compelling results.

Our findings demonstrate the potential of using
NLP-based methods for tackling the growing con-
cern about transparency and quality in the food
delivery industry. With relatively simple NLP data
analysis techniques, food delivery platforms can
enhance their service offerings and provide con-
sumers with better-informed choices, ultimately
supporting local businesses and maintaining higher
food quality standards.

Despite the limitations and challenges faced in
this study, such as data imbalance, web scraping
deterrents, and the difficulties in obtaining a com-
prehensive dataset, our findings and system present
compelling methods to help the food delivery indus-
try address the rise of ghost kitchens. The results
from our study could serve as a foundation for fu-
ture research aimed at refining and expanding upon
the methodologies presented here.

8 Future Work

While our current methodologies have demon-
strated promising results, we believe there is po-
tential for further refinement and exploration in
the differentiation of ghost kitchens and traditional
restaurants on food delivery platforms. In future

research, we propose employing two additional ap-
proaches to bolster the validity of our findings and
to provide a more comprehensive understanding of
the underlying patterns.

Firstly, we plan to investigate the degree of sim-
ilarity between probability distributions of menu
offerings from both ghost kitchens and traditional
restaurants. By quantifying these differences, we
aim to uncover whether there are any unique char-
acteristics or trends in the food options provided
by the two types of establishments.

Secondly, we intend to utilize text analysis
techniques, such as the computation of Term
Frequency-Inverse Document Frequency (TF-IDF)
vectors, for the evaluation of restaurant reviews
sourced from Yelp. This will enable us to identify
patterns and sentiment differences in the language
used by customers when reviewing ghost kitchens
versus their brick-and-mortar counterparts. For in-
stance, we hypothesize that ghost kitchen reviews
might predominantly focus on aspects related to
"delivery", while traditional restaurant reviews may
emphasize elements such as "service" quality, "am-
biance", and in-person dining experiences.

Lastly, since the text-embedding-ada-002 word
embedding model was released in December of
2022, we were unable to reference earlier works
using this model. We plan to implement different
types of embedding models to evaluate whether our
results will vary between embedding methods.

By incorporating these additional methods, we
aim to further enhance the robustness of our re-
search and contribute to the growing body of
knowledge on the emerging phenomenon of ghost
kitchens within the food delivery ecosystem.
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